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Abstract 
The need for verifying and authenticating printed documents 

for the purpose of determining its validity finds applications in 
various fields, including digital forensic analysis and forgery 
detection. Print security becomes a primary concern for end use 
consumers and application providers at all levels of usage. 
Identifying the authenticity of a print can be a challenging task, 
since print quality and features varies on varying the methods of 
printing. In order to determine the source or process of printing, 
various methods has been specified in literature. This paper 
provides an  in depth analysis on one such measure. Each printer 
has some features which are inherently part of the process due to 
the mechanical parameters used while modelling the device. Such 
features may be called intrinsic features of a printer. One of these 
primary features is banding that occurs primarily in 
electrophotographic(EP) printing processes, which has been widely 
reported in standard literature. However, such existence in offset or 
gravure printing is yet to be verified. This paper deals with 
examining the presence of such banding frequencies in offset or 
gravure printing processes. Numbers of printing processes were 
examined and thereby the banding was analysed using their 
corresponding frequency spectrum. The data obtained from the 
method were used as features for classifying the printing method 
using a supervised multilevel perceptron. 

Introduction  

It becomes very important for securing different forms in order 
to protect the copyright and verifying its authenticity [1, 2]. 
Identification of printer for forensic analysis deals with extracting 
certain properties which are inherent to a printer of a particular make 
and model which distinguishes it from other manufacturers. Such 
features can be called intrinsic features of the printer [3]. Analysis 
of such features needs realization of the concepts and mechanism of 
a particular printer and how it works. One such feature which is 
predominant in most electrophotgraphic printers is occurrence of 
banding throughout the length of the printed page.  [4-10] have 
shown in their works the methods that make use of these banding 
frequencies for identifying a printer. 

There are primarily two aspects for analysing the banding in 
printing processes. One being the human visualization of this 
banding and creating a threshold for reaching an acceptable 
criterion. The other being the analysis of these banding structures 
for the purpose of associating print processes with the various 
machines, which uses a frequency domain analysis of projected 
images [11]. The banding frequency is dominantly visible in 
midtone areas and along the direction of processing of the paper. 
These features are not always visible to the human eyes, but can be  

detected by appropriate algorithms. Analysis of the Fourier 
Transform(DFT) and the Power Spectrum from the horizontally 
projected images has been used for depicting banding and 
segragating it from grainness and other print problems [12, 13, 14, 
15]. The variations of banding frequency with other printer parts 
have also been studied [16, 17, 18, 19]. Human visual perception of 
banding and its reduction by thresholding techniques have been 
studied in [20, 21, 22, 23]. 

A predominant problem that occurs in the EP process is 
quasiperiodic fluctuations in the printing processes, which causes 
banding [4]. They are mainly caused by the fluctuations in the 
angular velocity of the photoconductor cylinder, leading to creation 
of horizontal lines which are not uniform. This in turn leads to 
fluctuations in the toner distributions of the printed image [24]. The 
banding phenomenon is related to gear movement of the printer and 
hence can be viewed as a direct consequence of the mechanical 
modelling of the printer. However, the existence of banding in offset 
or gravure processes is yet to be seen. The process of printing in 
both gravure and offset is much similar to EP printing. Since all of 
them are direct transfer based printing. The substrate is made to pass 
through two cylinder construction. There is a possibility of 
quasiperiodic fluctuations occurring since these cylinders are not 
continuous but have a break along there surface for inserting plates. 

This paper is divided into four parts. The introductory stage 
gives a brief idea about the background of the study and focuses on 
the literature survey executed prior to the work. The second part 
describes the experimental methodology and the structure of work 
done. The discussions are comprised in the third section which deals 
with the results of the experiment and finally the scope of 
improvement and further remarks are cited in the conclusion section. 

Experimental Design 

In order to use the banding frequencies as a feature for 
classifying printing methods, the following design was adopted. 
Various prints from different printing methods were adopted, which 
included laser, offset and gravure. These prints were then used for 
feature extraction. This work mainly deals with analysing and 
extracting banding features that occurs due to printer shortcomings. 
These images were then scanned with the help of a moderately 
powered HP Deskjet 1050 multipurpose scanner at a resolution of 
1200 dpi, which rendered satisfactory digital images. There were a 
total of 90 prints that were used for scanning, each of these prints 
contained a variety of matter including both text and  image regions, 
however average key images were primarily chosen as it has been 
stated above that the banding structure becomes predominant mainly 
in the midtone areas. 
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Once these images were obtained, they were processed using 
image processing software. In order to reduce complexity of 
operations, the digital images were converted into their 
corresponding grayscale images. During the conversion, any 
degradation of quality was avoided except for the loss of color 
values, and hence the images maintained their original resolution 
while being processed. This was followed by projecting each image 
I(x,y) horizontally to produce proj(x)=∑yI(x,y) as has been shown 
in Figure 3. Once these plots were available, then a fourier analysis 
of these curves were computed to obtain the Figure 4. From these 
plots the spikes were analysed and used as features for the classifier. 

The need for conversion of time series data into the frequency 
domain, comes from the fact that all these images that are to be 
analysed contains periodic noise embedded into the time signal. 
However it is not possible to analyse these periodicities unless the 
discrete signal is sampled in the frequency domain. This conversion 
can be achieved by means of using a forward fourier transform or 
simply a fourier transform. The Fourier transform is a representation 
of an image as a sum of complex exponentials of varying 
magnitudes, frequencies, and phases. Since the images taken were 
all sampled at a specific level, a discrete fourier transform had to be 
used for the purpose. However, a faster implementation for the same 
algorithm is known as a fast fourier transform which gives a similar 
result. The discrete fourier transform (DFT) is usually defined for a 
discrete function f(m,n) that is non zero only over the finite region 
0 ≤ m ≤ M-1and 0 ≤ n ≤ N-1. Two dimensional M-by-N DFT is 
given by, 
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Each of these fourier transforms were then analysed. However, 
only absolute values were plotted for obtaining the amplitude 
spectrum. The data generated are given in the next section. Once 
these plots were obtained, then the peaks were analysed. Certain 
metrics were used for used for computing the nature of the plots. 
These metrics later served as the features that were used for the 
purpose of classification. . The features that were extracted from 
these plots were the range, mean and the standard deviation of the 
frequency plots, using the following, 
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These features then served as an input towards the neural 
network, which was used for classifying the prints depending upon 
its source.  The fundamental banding frequencies themselves can't 
be used as features, as they are unreliable. But aggregations of both 
the fundamental as well as the harmonic frequencies are to be 
analysed. 

For classifying the samples, a multilayer peceptron based 
artificial neural network was used with a backpropagation training 
technique. There is a single hidden layer and the features are fed as 
the network input. The input and output layers are associated by this 
hidden layer. The number of output neurons is set according to the 
number of print classes.  Each print sample is associated to the 
output neuron which exhibits highest activation level. As stated 
above, the ANN is trained by using a backpropagation training 
method, which aims towards reducing the mean square error 
between the targets and the output [25]. It is most essential to 
determine the correct number of neurons in the hidden layer, as the 
cost for computation depends on it. 

The input contained of a 3x300 matrix, which meant that there 
were 300 samples and each had 3 features which were used. The 
targets also had a 3x300 matrix which depicted the classes to which 
the samples belonged. The samples were equally spaced as is 
evident from the number of samples selected. The number of 
neurons determines the processing cost, with lesser neurons, there is 
always a risk of false-classifications but with higher number of 
neurons there might be the problem of over-fitting.  The numbers of 
neurons were determined empirically, the general thumb rule is, 

ܺ ൌ ܯ√ ൈܰ                  (4) 

where X is the number of neurons the hidden layer and M and 
N that in the input and output layers respectively. After each  
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Figure 1: Schematic for experimental process 
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iteration, the connection weights are modified to minimize the error 
of reply [26]. This correction is made by: 

∆ ௝ܹ௜ ൌ  ௝݂ሺܽ௜ሻ               (5)ߜߟ

Where ∆Wji the adjustment weight between neuron j and 
neuron i from previous layer; f(ai) is the output of neuron i,η is the 
learning rate and δj depends on the layer. 
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Where Yj is the expected value and Ŷj is the current output 
value of neuron j. The objective for realizing the performance of the 
network, the mean square error has to be reduced. As stated before, 
the standard performance of a perceptron lies in the fact of reducing  

the means square errors, in case of a supervised learning algorithm, 
let us consider the following, 

{p1,t1},{p2,t2},….,{pn,tn}              (7) 

where p1 and tq are the input and target provide to the network. 
The error after each input is the difference between the output to the 
target. It can be expressed as follows, where t(k) is the target and  

α(k) is the  output from the network, 
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Figure 2: Architecture of a typical neural network 

Figure 3: Horizontal Projections of images from three classes 
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Experimental Data 

The given methods were tested on a total of 300 images, where 
100 images each were taken from offset, gravure and laser printers. 
The following represents, the data that were obtained after the 
processing stages. The first step involved, projecting the graylevel 
data horizontally. This was followed by a fourier analysis of the plot. 
And finally the features extracted from the plots were fed into the 
neural network for classification. The following plots are for three 
projection of offset, laser and gravure prints respectively. 

 

The horizontal projections were further processed by means of 
use of a fourier transform and the results were analysed for feature 
extraction. The frequency plots are provided below. 

 
Offset 

(Sample 1) 
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(Sample 101) 
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(Sample 202) 
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Frequency 
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The results for frequency analysis were noteworthy. As is 
evident from the frequency plots, there are definitive peaks that can 
be found from the plots. This indicates that there are banding 
frequencies which are present in those images. The presence of 
banding frequency may not be perceived by human visual system, 
but it can be clearly said that presence of embedded periodic noise 

 can be visualised through the frequency plots as shown before. 

Of the 300 samples taken from each of the classes, the features 
that were extracted were standard deviation, range and mean for the 
plots. The primary features that were chosen for the purpose of 
defining a curve and hence a class as such as mentioned before were 
standard deviation, range and mean. These three formed as the 
feature which represents each of the class and were fed into the 
network against each of the samples. The variations of the three 
features with every sample and that among each other are provided  

 

below and it defines how the various features have clear boundaries 
for each of the classes which have implications that these features 
can be used well for definitively identifying them when they are fed 
into the network. The neural network was trained using the 
remaining of the samples. Of the total 300 samples used, 210 
samples were used for training and each of remaining 15% of the 
30% were used for testing and validating the network. The neural 
network resulted in classification of the samples into the aforesaid 
three categories. In order to find the number of neurons in the hidden 
layer, empirical methods were used in this work. The number of 
neurons were incremented from 1 up to 10 by a factor of 1 and then 
up o 40 by 5. The performance of the network upon varying the 
number of neurons in the hidden layer is provided below. The rate 
of classification has increased with increment of number of neurons, 
but has stabilised after 10 neurons, which has also been depicted 
later.  And the results were plotted both performance wise and the 
confusion matrix as has been provided below. The network 
performance was tested up to 200 iterations, with a 10 neuron hidden 
layer, by examining the MSE and the percentage of correct 
classifications in the training and test sets. 

The results are given in Table 2.  

Figure 4: Frequency Analysis of the projections 

Table 1: Fundamental banding frequency obtained after 
the fourier transform 
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Number of 
Neurons 

Class 1 2 3 Total Correct 
Classfication 

1 1 0 0 1 0.3 0 
 2 0 99 1 100 0.99 
 3 100 0 100 200 0.5 
2 1 0 0 0 0 0 
 2 9 98 1 108 0.93 
 3 20 1 100 121 0.8264 
3 1 85 21 2 108 0.787 
 2 0 99 0 99 0.99 
 3 10 70 43 123 0.349 
4 1 88 2 7 97 0.907 
 2 0 98 23 121 0.809 
 3 1 0 100 100 1 
5 1 100 20 0 120 0.833 
 2 0 80 30 110 0.727 
 3 0 0 100 100 1 
6 1 63 34 79 176 0.358 
 2 37 65 22 124 0.524 
 3 0 0 100 100 1 
7 1 100 0 0 100 1 
 2 23 100 2 125 0.8 
 3 5 45 98 148 0.662 
8 1 100 23 66 89 1 
 2 0 99 10 109 0.908 
 3 0 0 100 100 1 
9 1 93 0 5 98 0.949 
 2 0 99 1 100 0.99 
 3 47 0 98 145 0.676 
10 1 100 0 0 100 1 
 2 0 99 1 100 0.99 
 3 0 0 100 100 1 
15 1 102 0 0 102 1 
 2 8 79 1 88 0.898 
 3 90 20 100 210 0.47 
20 1 100 0 0 100 1 
 2 0 99 1 100 0.99 
 3 0 0 100 100 1 
25 1 100 21 2 123 0.813 
 2 0 100 0 100 1 
 3 0 8 99 107 0.9252 
30 1 100 0 6 106 0.943 
 2 2 99 0 101 0.98 
 3 7 0 101 108 0.9352 
35 1 100 0 0 100 1 
 2 0 99 0 99 1 
 3 0 0 100 100 1 
40 1 100 0 0 100 1 
 2 1 99 0 100 0.99 
 3 0 0 100 100 1 

Table 2: Confusion Plot for training sets with increasing number of neurons
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It was observed that the percentage of classification increased 
rapidly with the increment of initial number of neurons, but it 
became almost negligible after 10 neurons, the percentage decreased 
to some extent beyond 30 neurons. Also the mean square errors 
decreased with increased number of iterations rapidly at the initial 
level, but remained unchanged with a further increase of iteration 
count, at this point the values almost became stable. The rate of 
classification increased rapidly up to 140 iterations for the training 
set and testing set, but beyond that the testing set became almost  

 

stationery. As is evident from the mean and standard deviation of 
the correct classifications obtained from the network, the rate of 
classification has been quite high. The performance of the classifier 
is provided in the table, which summarises how well the images 
were classified to the class of their origin. The network outputs were 
noted and the network was tested against multiple test samples from 
the real world and the results were quite satisfactory. As given above 
the rate of classification was sufficiently high for the samples 
provided which is evident from the performance of  the  network 
after final training stages. The overall performance of the network 
was 96.3 ± 2%.

Figure 5: Performance of the network with respect to the number of iterations 

Figure 6: Mean squared error with respect to the number of iterations
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Table 3: Mean and Standard Deviation values for correctly 
classified sets 

 1 2 3 
Mean 0.9537 0.9475 0.9873 
Std 0.0685 0.0694 0.0283 

Conclusions 

This study provides a newer outlook to a problem, which itself 
is difficult to solve for. The presence of banding is a common 
phenomenon in most EP based printers. Much has been studied with 
respect to its properties, and its detection. The problem of reducing 
its visibility to the human perception by thresholding techniques has 
been suggested in [22]. However the real challenge for this study 
was to find whether these intrinsic properties are present in the offset 
or gravure prints at all and can be used for identifying them. The 
banding frequencies for offset and gravure prints are not as 
predominantly visible as those of the EP prints, but as our study 
shows, that a frequency analysis of these prints clearly depicts the 
presence of embedded banding signal or noise in all those prints. 
There are a large number of government documents which are 
printed in offset or gravure methods, this can be a way for usefully 
identifying the source of any printed image, which has wide 
applications in duplicate or forged document identification and 
tracking. The features that were extracted from the images and they 
served has distinguishing parameters defining a particular print. The 
different print classes viz., offset, laser and gravure were formed 
depending on the values of the features. A neural network was then 
trained to learn the classes as defined by their features. Increasing 
the number of neurons led to enhanced classification rate until an 
asymptote was reached, after which over fitting occur, this should 
be avoided in order to save computation time. The results from the 
neural network provided a distinct classification between the classes 
and it was observed from the performance of the network that it is 
indeed possible to differentiate and identify these classes as they 
exist by the methods described in this paper. The network was tested 
with real life data and the results were encouraging. Further work 
would include increased number of features including texture 
analysis and wavelet decompositions of the images to enhance the 
classification rates. 
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