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Abstract

Digital watermarks, sparse dot patterns, and copy detection
patterns are different types of copy-detectable images that have
been used to protect documents and other physical objects against
counterfeiting. There is a frequent claim about these technologies
that they are "virtually impossible to copy” or "extremely hard to
forge”. But can this claim be quantified? This paper investigates
this question from a detection theoretic viewpoint, and shows that
under certain conditions, a copy falsely detected as an original is
extremely improbable.

Introduction

Digital watermarks [1, 5], sparse dot patterns [2], and copy
detection patterns [3] are different types of digital images that
have been used to protect documents and other physical objects
against copying. Combined to variable data printing, these copy
detectable images (CDI), printed with standard ink and paper, be-
come a kind of 2D barcode with enhanced security, an “all-in-
one” security element that enables both identification and authen-
tication, at an extremely low material and integration cost.

CDIs are different implementations of the same underlying
principle, that printing is a noisy process through which a copy
must go twice. Therefore, a carefully designed signal or image
will be additionally damaged during a copy attempt: by measur-
ing the level of degradation, a detector can tell whether a given
document is an original or not. Data encryption of the CDI pro-
tects the logical layer, while the sensitivity of the signal to copy
protects the physical layer.

There is a frequent claim about these technologies that they
are “virtually impossible to copy”, “extremely hard to forge”, etc.
But what does that mean exactly? Of course, they resist casual
photocopying, but would they resist to a gang of determined coun-
terfeiters ,with acute image processing skills, equipped with high
resolution scanners and high end printing equipment? Are these
graphics provably impossible to copy, at least in theory?

This paper intends to investigate this question from a deci-
sion theoretic viewpoint, noting that practicalities of using CDIs,
which may significantly affect their performance [4], are not dealt
with in this paper. First, we analyze the sequence of steps to pro-
duce a good copy, which we call the “copy channel”, and con-
clude on the desirable properties of copy detectable codes. Then,
we formulate the problem in a detection theoretic framework, and
derive results to quantify the performance of the CDIs.

The copy channel

Clearly, there are two steps in the channel when an original
is printed: (1) printing the source image and (2) digitizing for
detection (here we do not consider wearing). When it is a copy,
different channels are possible, whether it is a photocopy, a copy
made by a purely analog mean, etc. However, we consider here
the case of skilled counterfeiters, who will use digital means to
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maximize their chance of making an undetectable copy. In that
case, the typical channel includes (1) printing the source image,
(2) digitizing to prepare for a copy, (3) processing the digitized
image, (4) printing the copy, and (5) digitizing for detection.

In order for a copy to be discernable from an original, there
must be some modifications or degradations occurring to the CDI
during steps 2 to 4. Let us examine these steps:

e Digitizing: unfortunately, the safe assumption is that the
counterfeiter will use a high resolution and virtually noise-
less scan, to produce his copy. In principle, twice the print-
ing resolution would suffice, which is trivial to reach: low
cost image processing are capable of 10000dpi and more
(eventually with a small capture window, but multiples im-
ages can be combined). One cannot hope for any image
degradation during this step.

e Processing: in this step, the counterfeiter must prepare the

digitized image for printing in a compatible format. First,
the counterfeiter will reconstruct all elements having a rec-
ognizable structure, colour, or semantics, such as fonts, bar-
code and 2D barcode elements, CMYK or pantone colour,
etc. It is safe to assume that all image elements with a
“meaning” (i.e. not purely random for a human) will be
restored to their exact original value.
The counterfeiter cannot take the same approach with the
CDI because it is composed of elements with random val-
ues. Of course, there must be ambiguity in the determina-
tion, which can be achieved with elements taking random
values that are sufficiently close so that they cannot be reli-
ably distinguished. For instance, sparse dot patterns should
have dots that are so small that they cannot be reliably dis-
cerned from the background (this is hard to achieve reliably
in practice). We note that the fact that the pattern is invisible
to the naked eye is not sufficient: if it can be revealed by a
high resolution scan, with some simple processing it will be
totally reconstructed. As we will see below, the CDI must
actually take values that are "hidden”, to some extent, by the
printing noise.

e Copy printing: Often, counterfeits are of inferior print qual-
ity because the counterfeiter wishes to minimize its costs.
However, here it is a safe assumption that the counterfeiter
is willing, if necessary, to accept a cost of producing a copy
that is roughly similar to the cost of producing an original
print, in order to have a similar printing quality between
original and copies. Therefore, the level of noise during
printing should be roughly equivalent for original prints and
copies.

Let us summarize our findings: (1) the source CDI im-
age must be non-predictable from its printed version, and a pre-
condition is that the relevant elements are generated pseudo-
randomly, for instance using a secret key and a message.(2)
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the values of the CDI elements should be adjusted to the print-
ing noise level, to be “hidden” such that they cannot be non-
ambiguously determined from a high resolution scan. However,
we note that the noise should not be excessive, because if the CDI
elements are too significantly damaged in the source printing, an
insignificant amount of information would remain to be degraded
during the printing of the copy, and the CDI would simply be un-
readable. Between insufficient and excessive noise, there should
be an optimal value: what is it? Next section proposes a mathe-
matical model to answer this question.

A decision-theoretic model of copy detection

This section takes a detection-theoretic view point to the
problem of discerning copies from originals. In our model, it
is assumed that the CDI elements possess two possible values.
This assumption may sound restrictive, but it actually fits well
the discrete nature of most printers, which process binary images.
Furthermore, sparse dot patterns, copy detection patterns and dig-
ital watermarks are usually found in binary form (for the latter, a
binary message is modulated). The printing of the graphic is mod-
eled by additive Gaussian noise. Following the preceding discus-
sion, it is also assumed that a copy is modeled as Gaussian noise
with the same energy level.

The copy is made by a “perfect” scanning of one original.
In variable printing, only one print of a source CDI should ex-
ist. Using each print to produce only one copy would also greatly
increase the counterfeiter’s effort, who would have to collect mul-
tiple originals, and repeat the digitizing and processing steps for
each of them. During the processing step, the counterfeiter cannot
reproduce the real values he observes in the scan of an original
print, because halftoning would binarize the image anyway. He
therefore has to make a guess that will minimize his error on the
source CDI value.

We denote s as the source signal, n and n,. as the printing
noise for the original resp. the copy, and x as the received signal.
All signals are vectors of size N.

Without loss of generality, the source signal, derived from
a key and message, is binary equiprobable, i.e. s[i] ~ {+a,—a},
fori=0,1,...,N—1, and @ > 0. The printing noise is distributed
according to N(0, 52) for both original and copies, where o is the
noise energy level.

The counterfeiter receives x = s +n, and is constrained to
process it to obtain a binary signal equal to one of {+a,—a}. Ob-
viously, to minimize his estimation error, the counterfeiter will
restore the signal value to the closest of +a, —a. Therefore, the
detection problem is to distinguish between the two hypotheses:

= s[i] +nli] ey
= a.sign(s[i] + n[i]) + ne[i] 2

where Hj and H| are the hypotheses that the received signal
is an original, resp. a copy.

Let us now derive the optimal detector, and from the detector
statistics, the optimal signal to noise ratio between the CDI values
and the printing noise.

We note that the probability that the counterfeiter has cor-
rectly estimated the source signal is: p(a.sign(s [ | +nli]) = s[i]) =

Q(—a/o), where Q(x) = (2m) /2 [ 7 "exp™ 12 gx.
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We have the following probability distributions for the re-
ceived signals. For H; we have a mixture of two Gaussian distri-
butions corresponding to the correct and incorrect guesses:

1

P(X;HO) = We 20_2 120 ]7S (3)
1-0(—a
p(xH) = (271((;72)"//3) 202 ZJ [i)%4)
0(-a/o0) RSN
(aroryiz PPl 357 X 6l =S

the Neyman-Pearson detector decides H if the log likeli-
hood ratio exceeds a threshold ¢:

p(x;Hop)
p(x;Hy)

log L(x) = log >t (0)

Replacing the probability distributions leads to the following
simple correlator function 7 (x,s), which must exceed a predeter-
mined threshold ¢:

N—-1

T(x,s)= Y x[i]s[i] >1 @)

i=0

The optimal classification function is therefore a simple cor-
relator.

To determine the detector statistics, we may assume that
T'(x,s) follows a Gaussian distribution, which is true for large
N, and we can derive its expected value and variance for the two
hypotheses:

E[T";Hy)) = Nd* ®)
E[T';H] = (20(-a/0)—1)Nd® )
Var[T';Hy] = Nd’c? (10)
Var[T';H,] = Nda*c*+ 1)

Na*Q(—a/o)(1—0Q(—a/5))) (12)

The second term in the variance of T° for hypothesis Hj
(Na*Q(—a/c)(1 — Q(—a/o))) is caused by the variance in the
estimation of s by a.sign(s +n). This term applies only if each
copy would be generated from a different original, which is in
contradiction with our assumption that all copies come from one
original. For this reason, we eliminate this term, in which case
we obtain that Var[T'; Hy] = Var|[T’;H;]. Of course, this facili-
tates the statistical analysis, because in the case of equal variance,
detection performance is fully characterized by the deflection co-
efficient d2:

d2 _ (E[T/;HO}_E[T/;HI])z (13)
N Var[T'; Hy|
= 2N(y(1-Q(1))? (14)

where ¥ = a/o. Our objective is to maximize detection per-

formance, which is equivalent to maximizing (y(1—Q(y)))?.
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Figure 1. Detection performance versus SNR.

Considering that snr = a®>/6? is the Signal to Noise Ratio,
it is interesting to examine the function snr.(1 — Q(y/snr))?. A
plot of this function is represented in Figure 1. For low snr, the
signal is too noisy and detection is penalized. At high snr, the
source signal is of too high quality, and in most cases is correctly
reconstructed. Between th two extremes, there is an optimum,
for which we have not found an analytical estimate. However, a
reasonable numerical estimate is: snr >~ 0.562. We note that for
this SNR value, the probability of error in estimating the source
signal for the counterfeiter is: p ~ 0.226.

A CDI optimally designed for snr = y? = 0.562, having 2000
elements (most CDIs have significantly more elements), would
have a deflection ratio of 114.84. For this value, the equal error
rate is: 4.21078.

Conclusion

In this paper, we have investigated the problem of designing
codes that allow copy detection of documents. Provided certain
assumptions, we have found the optimal SNR for binary codes,
which are representative of most situations. For this optimal SNR,
extremely high detection performance is found.

Practicalities of using CDI, which may significantly affect
their performance, were not dealt with in this paper. In future
work, we will explore the impact of integrating practical aspects
in the proposed theoretical model, for instance by considering an
imperfect image capture when reading the CDI, and other hy-
potheses on the distribution of printing noise.
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