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Abstract 

This paper proposes a simple color image coding method 
using Principal Component Analysis (PCA) in the 
segmented color areas. A color image is segmented in the 
CIELAB color space based on the human perception. In the 
clustered color area, the chroma a* and b* look to be 
strongly correlated with lightness L*, and this tendency 
becomes remarkable by the segmentation. After the 
segmentation, each cluster is characterized by PCA. The 
segmented image is labeled with the class number. Since the 
class number is denoted by an integer value with narrow 
range but represents the segment color, it is compressed by 
the conventional loss-less coding. The coded class number 
is transmitted with the first Principal Component (PC) 
parameters. Because one set of PC parameters (eigen vector 
and centroid vector) is transmitted corresponding to each 
class, it takes small memory capacity. The chroma values of 
each pixel are approximately reproduced by the projection 
of first PC onto a*-b* plane along the first PC axis defined 
by eigen vectors. The first PC value on eigen vector axis 
mainly carries the lightness information with high 
resolution. It must be transmitted every pixel and 
compressed by the conventional Wavelet coding. After 
restoring the lightness L* from first PC, the full color image 
is reproduced by combining the estimated chroma 
components (a*, b*). This paper discusses the coding 
efficiency and the color reproduction error in relation to the 
segmented class number. 

Introduction 

With the spread of Internet and multimedia, digital image 
plays more and more important role in human visual 
communications. So far, a variety of image compression 
algorithms have been developed. Most of them, as 
represented by JPEG, make use of spatial correlations in 2D 
pixel array. Also a strong correlation is observed among tri-
color signals in a local area of colored objects such as 
human face or green leaf.1 However, the conventional 
compression method is not fully utilizing the color 
correlation. In the previous paper,2-4 we proposed a simple 
image compression method by estimating the pixel color 
from the projection of lightness onto chrominance plane in 
the segmented PC space. This paper presents further 
improvements in our PC coding method using strong color 

correlations and discusses color reproducibility with 
compression rate. In the following sections, we introduce 
the segmentation procedure of clustered color area by k-
means method, coding parameter extraction by PCA, and an 
experiment result is shown and compared. 

Color Segmentation 

The strong correlation in tri-color signals appears more 
clearly in the segmented object area with clustered color 
distributions. K-means algorithm is applied for the 
segmentation in CIELAB color space according to the 
following procedures.  
[1] The initial color centers, what we call seed points, are 

placed at the suitable coordinates in the image color 
distributions.  

[2] The Euclidian distance from each pixel point to a seed 
point is calculated and the pixel is temporary classified 
to the class of nearest seed point. 

[3] The coordinates of the color centers in the segmented 
clusters are updated by recalculating the gravity center 
coordinates after classification.  

[4] Procedures [2] and [3] are repeated until gravity centers 
stop to move and finally all the pixels are segmented 
into initially intended K classes 
 
Through the above steps, the pixels located close each 

other in CIELAB color space are classified into the same 
cluster and the far pixels are classified into the different 
cluster. 

The location of initial seed points is very important to 
get the better segmentation. Here the following processes 
are introduced to decide the position of seed points 
depending on the image color distributions 
[1] The maximum and the minimum values in image color 

distributions on each axis of L*, a*, and b* are 
investigated. 

[2] L*, a*, and b* axes are divided by constant step 
between the maximum and the minimum values and the 
temporary seed points are placed at the regular lattice 
points. 

[3] The temporary seed points are rearranged in the higher 
order by counting the population of pixels distributed in 
the nearest neighborhood to the lattice points. 
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[4] The first K number of temporary seed points are chosen 
and assigned to the initial seed points used for K-means 
clustering algorithm. 
 
In the experiment, the number of temporary seed points 

was set to 64 and the number of the initial seed points, that 
is, K was changed from 2 to 20. 

Principal Component Analysis 

In our compression algorithm, the chrominance components 
are approximated by the first PC based on the strong 
correlations between tri-color signals, where, PCA is 
applied to the data in each segmented cluster. PCA produces 
the new axes de-correlated each other and we can know 
which new axis has  the maximum distribution in the 
clustered color pixels. Thus the most correlated colors in the 
same objects gather around the first PC. The first PC axis is 
a straight line to which the squared sum of distances from 
data points serves as the minimum. 

 
 

 
 
 
 
 
 

Figure 1. The de-correlated new axes by PCA 

 
Calculation of PC is asking for the eigen value and 

eigen vector for the given covariance matrix kΣX  of color 
vector s {kX} in class k.  An eigen vector expresses a new 
axis and the eigen value corresponds to the information 
power distribution on the axis.  

A color vector kX in class k is transformed into vector 
kY by Hotelling transform and projected onto PC space as 

)( kkkk µXAY −=      (1) 

The matrix kA is formed by the eigen vectors {ke1, ke2, 
ke3 } of covariance matrix kΣX as 

t
kkkk ,e, ][ 321 eeA =     (2) 

 The covariance matrix kΣY of {kY } is diagonalized in 
terms of kA and kΣX  whose elements are the eigen values of 
kΣX as 

 

( )( )( )















==

3

2

1

00
00
00

λ
λ

λ

k

k

k
t

kXkkYk AA ΣΣ    (3) 

The eigen values kλ1, kλ2, kλ3 denote the variances 
which mean the energy distributed in principal axes. 

Basic Chroma Compression Algorithm  

The basic concept of our coding method lies in the 
prediction of chroma (a*, b*) components by the projection 
of lightness L* along the first PC axis onto the chrominance 
plane, where the strong correlation between Luma and 
Chroma components in the well segmented cluster makes 
this approximation possible. Since the lightness carries the 
most important information of image details with high 
resolution and gradations to human vision, it is transmitted 
every pixel compressed by conventional coding method. 
While, human vision is less sensitive to the chromatic 
information, then it is approximately predicted from the one 
set of parameters (class number, first eigen vector and mean 
vector) for each segmented cluster. The prediction of 
chroma components is performed as the followings. 
• Using a class number, restore the first eigen vector and 

mean vector belonging to the class k. 
• Estimate chroma by the projection of lightness L* onto 

a*-b* plane along the eigen vector linear line. 
 
This situation is shown in Fig. 2. The 2-D chroma value 

of each pixel in the cluster is restored from the 1-D 
lightness location on the straight line of first eigen vector. 
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Figure 2. Prediction of chroma by the projection of L*  to a*-b* 

 
In the basic model, the conventional Arithmetic coding 

is used for the compression of class number, and the 
Wavelet coding for the lightness L* image. The class 
number should be transmitted every pixel, but it was highly 
compressed by the arithmetic coding, because it has the 
same integer value with narrow range inside the segmented 
cluster. Since the eigen vector and mean vector need not to 
be transmitted for every pixel, but for each class up to 
maximum number of K, they are also well compressed.  

However our basic model produces a large projection 
error under the specific condition that the eigen vector line 
is directed near parallel to the a*-b* plane. The small 
decoding error of L* value causes the large projection error 
for the the eigenvector line with slow slope as illustrated in 
Figure 3.   
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Figure 3. Chroma estimation error depending on  eigen vector 
direction 

Improved Chroma Compression Algorithm 

The projection error in the basic model has reduced by the 
improved chroma estimation algorithm as follows 

In the improved method, the 1-D pixel location 
coordinates {kZp} on the first eigen vector axis are saved 
instead of lightness L*. The value kZp is calculated by 

)()()( bkbkbkakakakLkLkLkpk pepepeZ µµµ −+−+−=
   (4) 

where, t
1 ][ bkakLkk e,e,e=e , t][ bkakLkk p,p,p=p ,  and 

t][ bkakLkk ,, µµµ=µ denote the eigen vector, position 
coordinate of pixel p on 1st eigen vector axis, and mean 
vector for the 1st PC in class k, respectively. The 
coordinates {kZp} on the 1st eigen vector axis act like as just 
lightness information in the previous basic model. Because 
these coordinates have the positive and negative values, 
they are re-mapped to the normalized range of 0.0 ~ 1.0.  
Thus,  {kZp} can be treated like as lightness information. 
Now we can estimate the chroma values more accurate than 
the basic model without extra error in the projection from 
L* to a*-b* plane, because the pixel coordinates {kZp} 
reflect the direct 1st PC values just laying on the 1st eigen 
vector axis itself. 
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Figure 4. Prediction of chroma values using pixel coordinates on 
the 1st eigen vector axis 

Experimental Result 

The test images in SHIPP are used for the compression 
experiments. The performance of improved new algorithm 
is compared with that of basic model and also popular JPEG 
from the viewpoints of color reproduction error and the 
compression rate. 

 

 

Class Number 13,15,17 : improved method 

Class Number 13,15,17 :  basic  method   

Class Number 7,9,11 : improved method   

Class Number 7,9,11 : basic  method   

 
Figure 5. Comparison of the basic Chroma compression method 
and the Improve Chroma compression method. 

 
 
Figure 5 shows the bottles images reproduced from the 

compressed codes by the proposed new algorithm in 
comparison with the previous basic model. Wavelet 
compression at the rate of 1/40 was commonly applied to 
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compress the lightness in the basic model and the first PC 
coordinate of pixel in the new model. When the number of 
segmented classes is small, unnatural color reproduction 
errors appear in the basic model. As the segmented class 
number increases, the color errors decrease but the 
compression ratio goes to higher vice versa. As shown in 
Figure 5, the color reproduction quality in the proposed new 
model was clearly better than the previous basic model.  

Figure 6 shows the changes in color difference ∆E*ab 
(rms) vs. class number between the proposed new model 
and the basic one. The color difference in the smaller 
number of classes dramatically reduced by the improved 
new algorithm. The color difference in new model 
approaches to the same order of 1/40 or 1/50 JPEG 
compression for K=10 or larger class number. Figure 6 tells 
us that the instability in color reproducibility observed for 
the previous basic model has been much improved by the 
new chroma compression algorithm. It turned out that the 
color error by the proposed new model roughly matches to 
that of 1/50 compression by JPEG at the class number 
K=11, and to that of 1/40 JPEG at K=20. 
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Figure 6. Relation between the number of classes and color 
difference 
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 Figure 7. Compression rate for chroma components and total 
compression rate  

Figure 7 shows the compression rate vs. class number 
for the proposed new method. The compression ratio is the 
same as the previous basic model. The compression ratio in 
total is still lower than JPEG or Wavelet coding at present. 

The major reason lies in the insufficient compression 
ratio for the class number. Simply referencing to the 
compression ratio to get the same color difference, the 
proposed model takes about twice capacity as JPEG. 
However the image quality could not be determined by ∆E, 
but should be estimated through psychophysical opinion 
tests. Indeed, the proposed model resulted in the better 
rendition without unpleasant artifacts such as block noise in 
JPEG.  

Conclusion and Future Works 

The paper proposed a simple image compression method 
based on principal component coding paying our attention 
to the strong correlations between lightness and chroma in 
the segmented local area of the image. The improved new 
algorithm solved the instability in the prediction of chroma 
components by the previous basic model. Although the 
compression rate looks still worse as compared with JPEG, 
it reproduces better image rendition without artifacts such as 
block or mosquito noises. The proposed model has the 
advantage that can compress the tri-color channel 
simultaneously. 

As the future works, further improvements in the color 
segmentation method and the introduction of lossy 
compression algorithm to the class number. Although the 
color clustering by K-means method classifies the nearest 
pixels to the same cluster based on the color distance, it 
would be more advantageous for a cluster to have extremely 
stretched distribution in the specific direction along the 
eigen vector. The key factor to get the higher compression 
rate mainly lies in the better coding algorithm for the class 
number. A new idea to combine the first PC coordinates 
with the class number is under planning. 

References 

1. H. Kotera and K. Kanamori: Jour. IS&T.,16,4, pp.146-152 
(1990) 

2. Y. Imai and H. Kotera: Proc IS&T’s NIP 16, p.703-7-7 
(2000) 

3. Y. Imai and H. Kotera: Jour. ISJ. , 40, p.313-319 (2001) 
4. K. Shibasaki and H. Kotera: IEICE Annual Conf., D-11,P.34 

(2002) 

Biography 

Koichi Sibasaki graduated from Department of Information 
and Image Science, Faculty of Engineering, Chiba 
University, Japan in 2002. He is a student at Graduate 
School of Science and Technology. His research interests 
include image segmentation, color image processing, and 
image compression.  
 

IS&T's NIP19: 2003 International Conference on Digital Printing Technologies

819


	21929
	21930
	21931
	21932
	21933
	21934
	21935
	21936
	21937
	21938
	21939
	21940
	21941
	21942
	21943
	21944
	21945
	21946
	21947
	21948
	21949
	21950
	21951
	21952
	21953
	21954
	21955
	21956
	21957
	21958
	21959
	21960
	21961
	21962
	21963
	21964
	21965
	21966
	21967
	21968
	21969
	21970
	21971
	21972
	21973
	21974
	21975
	21976
	21977
	21978
	21979
	21980
	21981
	21982
	21983
	21984
	21985
	21986
	21987
	21988
	21989
	21990
	21991
	21992
	21993
	21994
	21995
	21996
	21997
	21998
	21999
	22000
	22001
	22002
	22003
	22004
	22005
	22006
	22007
	22008
	22009
	22010
	22011
	22012
	22013
	22015
	22017
	22018
	22019
	22020
	22021
	22022
	22023
	22024
	22025
	22026
	22027
	22028
	22029
	22030
	22031
	22032
	22033
	22034
	22035
	22036
	22037
	22038
	22039
	22040
	22041
	22042
	22043
	22044
	22045
	22046
	22047
	22048
	22049
	22050
	22051
	22052
	22053
	22054
	22055
	22056
	22057
	22058
	22059
	22060
	22061
	22062
	22063
	22064
	22065
	22066
	22067
	22068
	22069
	22070
	22071
	22072
	22073
	22074
	22075
	22076
	22077
	22078
	22079
	22080
	22081
	22082
	22083
	22084
	22085
	22086
	22087
	22088
	22089
	22090
	22091
	22092
	22093
	22094
	22095
	22096
	22097
	22098
	22099
	22100
	22101
	22102
	22103
	22104
	22105
	22106
	22107
	22108
	22109
	22110
	22111
	22112
	22113
	22114
	22115
	22116
	22117
	22118
	22119
	22120
	22121
	22122
	22123
	22124
	22125
	22126
	22127
	22128
	22129
	22130
	22131
	22132
	22133
	22134
	22135
	22136
	22137
	22138
	22139
	22140
	22141
	22142
	22143
	22144
	22145
	22146



