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Abstract

Recent advances in information and communications tech-
nologies have increased the need for automated reading
and processing of documents. Most of today’s docu-
ments contain not only text and background, but also
graphics, tables, and images. Common image enhance-
ment and interpolation methods apply an interpolation
or enhancement function indiscriminately to the whole
image. The resulting document image suffers from ob-
jectionable moiŕe patterns, edge blurring and aliasing.
Therefore, scanned documents must often be segmented
before other document processing techniques, such as fil-
tering, resizing, and compression can be applied. In this
paper, we present a new system to segment and label
document images into text, halftone images, and back-
ground using feature extraction and unsupervised clus-
tering. Once the segmentation is performed, a specific
enhancement or interpolation kernel can be applied to
each document component. Each pixel is assigned a fea-
ture pattern consisting of a scaled family of differential
geometrical invariant features and texture features ex-
tracted from the co-occurrence matrix. The invariant fea-
ture pattern is then assigned to a specific region using
a two-stage neural network system. The first stage is a
self-organizing principal components analysis (SOPCA)
network that is used to project the feature vector onto its
leading principal axes found by using principal compo-
nents analysis (PCA). The next step is to cluster the out-
put of the SOPCA network into different regions. This is
accomplished using a self-organizing feature-map (SOFM)
network. In this paper, we demonstrate the power of the
SOPCA-SOFM approach to segment document images
into text, halftone, and background. The proposed fil-
tering and interpolation method results in a noticeable
improvement in the enhanced image.

1. Introduction

Digital copying, in which a digital image is obtained from
a scanning device and then printed, involves a variety of
inherent factors that compromise image quality. Ordered
halftone patterns in the original document interact with

the periodic sampling of the scanner, producing objec-
tionable moiŕe patterns. These are exacerbated when the
copy is reprinted with an ordered halftone pattern. In ad-
dition, limited scan resolution blurs edges, degrading the
appearance of detail such as text. Fine detail also suf-
fers from flare, caused by the reflection and scattering of
light from the scanner’s illumination source. Flare blends
together nearby colors, blurring the high-frequency con-
tent of the document. Typical examples of scanned doc-
uments are shown in Figure 1.

To suppress moiré, a filter may be constructed that is cus-
tomized to the frequencies of interest. However, both
the detection of the input halftone frequencies and the
frequency-domain filtering itself can require significant
computational effort. Although crude, a simple, small
low-pass filter can correct the majority of moiré artifacts.
Unfortunately, low-pass filtering affects detail as well,
blurring it even further.

Sharpening improves the appearance of text and fine de-
tail, countering the effects of limited scan resolution and
flare. Edges become clear and distinct. Of course, other
artifacts such as noise and moiré become sharper as well.
The solution is simple in concept: determine the content
of regions within the scanned image and then apply the
appropriate filter to each region. Sharpening should be
performed on fine detail, while moiré suppression should
be applied to certain periodic artifacts.

In previous work [1], document image quality was im-
proved significantly using this approach. After segment-
ing the image, a particular enhancement algorithm was
selected according to the classification of each pixel. How-
ever, the enhanced image had the same resolution as the
original image.

Image resizing is also used extensively in picture pro-
cessing to magnify or reduce images. Standard approaches
fit the original data with a continuous model and then
resample this two dimensional function on a new sam-
pling grid. In the case of nearest neighbor interpola-
tion, the underlying image model is a polynomial spline
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of order zero (piecewise constant). This is extremely
simple to implement but tends to produce images with
a “blocky” appearance, in which the large, individual
blocks of expanded pixels become objectionally appar-
ent. A smoother reconstruction can be obtained with bi-
linear interpolation. Bicubic spline interpolation yields
even better results, providing smooth transitions that are
not as blurry [2]. These interpolation methods, however,
apply an interpolation function indiscriminately to the
whole image. As shown in Figure 2, the resulting doc-
ument image in general suffers from objectionable edge
blurring and aliasing.

From the above discussion, we can conclude that for an
image enhancement system to work properly, a prepro-
cessing step should include a segmentation of the doc-
ument into text, halftone and background. If this step is
successfully completed, the application of an appropriate
filter/interpolation should be straightforward.

Several approaches for document segmentation have been
proposed [3]-[8]. These techniques can be broadly clas-
sified as bottom-up or top-down. Bottom-up methods
start from the pixel level and merge regions together into
larger and larger components. Top-down techniques ap-
ply a priori knowledge about the page to hypothesize and
split the page into blocks which are subsequently identi-
fied and further subdivided. Top-down approaches work
well with pre-specified layouts such as technical papers.
However, the performance of these techniques degrades
significantly when different components are touching or
overlapping. Among bottom-up approaches, texture-based
schemes have attracted much attention [6]-[8]. These
methods treat different components of a document im-
age as different textures. The scanned document images
are convolved with a set of masks to generate feature vec-
tors. Each feature vector is then classified into different
classes using a pre-trained classifier. One problem asso-
ciated with these approaches is the mask size for extract-
ing local features. If the mask size is too small, it is diffi-
cult to detect large scale textures such as large fonts. On
the contrary, if a large mask is chosen, the computational
complexity will increase dramatically [8]. In this paper,
we propose to combine texture features with a multiscale
representation, presented in the next section, to exploit
both local features and image structure.

2. System Description

The presented method consists of the following steps:
feature extraction, feature selection, and clustering and
labeling.

2.1. Feature Extraction

As shown in Figure 3, the first step in our approach is to
extract a feature pattern for each pixel in a gray level
image. A feature vectorX is a set of measurements
{x1, x2, ··, xd} which condenses the description of rel-
evant properties of the image into a small, Euclidean fea-
ture space ofd dimension. The number of needed fea-
tures depends on the complexity of the image. The com-
ponents of the feature vector may include gray values,
gray values through different filters, texture measures,
Markov random field features, fractal dimension mea-
sures, and gradient magnitudes and directions [7]. In this
paper, we will construct our feature vector from mea-
surements obtained from gray level distribution (first or-
der gray level parameters), texture measures estimated
from the gray level co-occurrence matrix (second order
gray level parameters), and multiscale features. The rea-
son behind the selection of these types of features is their
ease of implementation and their strong discriminating
power. These feature patterns will then undergo a pro-
cess of feature selection to extract the most discriminat-
ing features for image segmentation.

2.1.1. Multiscale features

Multiscale image representations are a powerful tool for
analyzing many image features. An image is decom-
posed into a set of descriptions, each making explicit im-
age features at a specific scale. The scale space, a one-
parameter family of blurred replicas of the input image,
is based on the diffusion equation and was proposed by
Witkin [9] and Koenderink [11] as the image representa-
tion for multiscale analysis. A linked set of image repli-
cas has been called astackof 2D images.

The stackH = {I1, I2, ...IN} consists of a set of
replicasIj of the original imageI and its derivatives,
blurred by a Gaussian kernel of increasing width (σ)

Ij =
∫ ∞

−∞

∫ ∞

−∞
I(α, β) × Gσ(x − α, y − β) dα dβ.

(1)

2.1.2. First order gray level parameters

In this category, the features for a pixel are derived from
the gray level distribution in a window,W , of dimension
w × w centered around each pixel. These features de-
scribe the first order gray level distribution without con-
sidering the spatial interdependence. Two features were
selected:
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1. The mean gray level,µ,

µ =
1

w2

∑
(x,y)∈W

I(x, y) (2)

whereI(x, y) is the gray level at location(x, y).

2. The varianceσ2 of the gray level variation

σ2 =
1

w2 − 1

∑
(x,y)∈W

(I(x, y) − µ)2. (3)

2.1.3. Texture measures

Texture is a property of the spatial distribution of gray
levels or the overall pattern of gray level changes in an
image. Texture properties can be derived using several
approaches such as a gray-level co-occurrence matrix,
first-order gradient distribution, edge co-occurrence ma-
trix, or run-length matrix [13].

Several texture-based approaches for document segmen-
tation have been presented [6]-[8]. These methods treat
different components of a document image as different
textures. The scanned document images are convolved
with a set of masks to generate feature vectors. Each
feature vector is then classified into different classes us-
ing a pre-trained classifier. One problem associated with
these approaches is the mask size for extracting local fea-
tures. If the mask size is too small, it is difficult to detect
large scale textures such as large fonts. On the contrary,
if a large mask is chosen, the computation complexity
will increase dramatically [8]. In this paper, we propose
to combine texture features with a multiscale represen-
tation, presented in the next subsection, to exploit both
local features and image structure.

In this work, we extracted our texture parameters from
the gray level co-occurrence matrix described in Hara-
lik [13]. The co-occurrence matrix is based on the esti-
mation of the second-order joint conditional probability
density function,C(i, j|d, θ), which is the probability of
going from gray leveli to gray levelj, given the inter-
sample spacingd and the angleθ.

We calculated a gray level co-occurrence matrix for each
pixel neighborhoodW , and we derived five measures
that contain information of image texture characteristics
such as homogeneity, gray-level linear dependencies, and
contrast [13].

3. Feature Selection

A key problem encountered in statistical pattern recogni-
tion is that of feature selection. Feature selection refers

to a process whereby a data space is transformed into a
feature space that, in such a way that the data set may be
represented by a reduced number of “effective” features
and yet retain most of the intrinsic information content
of the data. Principal Components Analysis (PCA) is
perhaps the oldest and best-known technique in multi-
variate analysis [15]. The practical value of PCA is that
it provides an effective technique for dimensionality re-
duction. The first stage in our two-stage network is a
neural network that performs principal components anal-
ysis of arbitrary size on the input vector. As shown in
Figure 3, this network is a feedforward network com-
posed of a single layer of linear neurons. The only as-
pect of the network that is subject to training is the set
of synaptic weights{wji} connecting source nodei in
the input layer to computation node in the output layer,
wherei = 0, 1, . . . , n − 1, andj = 0, 1, . . . , m − 1.

The outputyj(k) of neuronj at timek, produced as the
response to the set of inputs
X(k) = {x0(k), x1(k), . . . , xn−1(k)}, is given by

yj(k) =
n−1∑
i=0

wjixi(k), j = 0, 1, . . . , m − 1.

(4)

The synaptic weights{wji} is updated in accordance
with a generalized form of Hebbian learning,

∆wji(k) = η[yj(k)xi(k) − yj(k)
j∑

h=0

whi(k)yh(k)],

i = 0, 1, . . . , n − 1, j = 0, 1, . . . , m − 1
(5)

where∆wji(k) is the change applied to the synaptic weight
wji(k) at timek, andη is the learning-rate parameter.

3.1. Self-Organizing Feature-Mapping (SOFM)

In this section we will develop the SOFM algorithm to
cluster our modified feature vector,y, into different clus-
ters corresponding to different document regions.

Consider the network in Figure 3, which depicts a one-
dimensional array of neurons. The input vector, repre-
senting the set of input signals, is denoted by

y =
(

y0 y1 · · ym−1

)T
. (6)

The synaptic weight vector of neuronj is denoted by

Vj =
(

vj0 vj1 · · vj(m−1)

)T
j = 1, 2, . . . , L.

(7)
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To find the best match of the input vectory with the
synaptic weight vectorsVj , we simply compare the in-
ner productsVj

T y for j = 1, 2, . . . , L and select the
largest. In the formulation of an adaptive algorithm, it
is more convenient to normalize the weight vectorsvj

to a constant Euclidean norm [15]. In such a situation,
the best matching criterion described here is equivalent
to the minimum Euclidean distance between vectors. If
we denote the neuron that best matches the input vector
y by r(y), then we may determiner(y) by applying the
condition

r(y) = min{||y − Vj || such that j = 1, 2, . . . , L}.
(8)

The weight vectors of the winning neuronr(y), as well
as all the neurons that lie in a neighborhoodΩr(y)(k), are
pulled into the direction of the input pattern. This gives
the Kohonen learning rule

Vk+1
r(y) = Vk

r(y) + ηk(y − Vk
r(y)) (9)

and

Vk+1
j = Vk

j + (ηk)
2
(y − Vk

j ) ∀j ∈ Ωr(y)(k)
(10)

where0 < ηk < 1 is the learning rate at timek.

4. Interpolation

Bicubic interpolation [2] provides a reasonably simple
but effective method for enlarging many images. Transi-
tions between expanded pixels remain smooth, and edge
content is preserved better than with bilinear interpola-
tion. Nevertheless, detail in document images remains
overly blurry, even with bicubic interpolation. Rather
than trying increasingly complex interpolation algorithms,
we propose integrating the interpolation along with im-
age enhancement, after segmentation.

Consider the simple example shown in Figure 4, in which
two classes are present. The left column of pixels (shown
as black dots) represent a text region, while the other two
columns (shown as gray dots) represent a background re-
gion. (Beneath the classified pixels are the correspond-
ing numeric values of the pixels.) The left figure uses
conventional interpolation, in which all neighboring pix-
els contribute to the interpolated pixel value, 81. Note,
however, that the interpolated pixel falls within the back-
ground region. More reliable results may be obtained
when the interpolated pixel is derived only from neigh-
boring pixels within the background class. This approach

is presented in the right figure. In this case, the interpo-
lated pixel has a value of 123. By restricting the con-
tributing pixels to the same class, blurring between bound-
aries is considerably reduced.

5. Results

We tested our algorithm with several images scanned at
300 dpi. Thirty different features were extracted for ev-
ery pixel. These features included first order statistics,
texture measures at different orientations, and multiscale
features. The images were segmented into text, images,
and background. Results are shown in Figures 5-7.

Figure 5 illustrates the segmentation of a typical docu-
ment into three classes: text (black), image (gray), and
background (white). Such a classification determines both
the appropriate enhancement algorithm as well as the
neighborhood of pixels from which interpolated pixels
will be estimated. Another document image is shown
in Figure 6. At the bottom is an enlarged portion of
this document, obtained with bicubic interpolation ap-
plied to the entire image. Compare this to the top of Fig-
ure 7. Here, content-based enhancement is performed,
followed by global bicubic interpolation. Although the
background has been eliminated, the text remains just
as blurry. In contrast, the bottom of Figure 7 demon-
strates the value of performing interpolation, as well as
enhancement, according to the classified content of the
image. The enlarged text is sharper and considerably im-
proved.

6. Conclusions

In this paper, we presented a new technique to segment
document images. With this technique, each pixel is as-
signed a feature pattern consisting of a scaled family of
differential geometrical invariant features. The invariant
feature pattern is then assigned to a specific region using
a two-stage neural network system. The first stage is a
self-organizing principal components analysis (SOPCA)
network that is used to project the feature vector onto
its leading principal axes found by using principal com-
ponents analysis. This step provides an effective basis
for feature extraction. The second stage consists of a
self-organizing feature map (SOFM) which will auto-
matically cluster the input vector into different regions.
Finally, a connected component labeling algorithm is ap-
plied to ensure region connectivity. The eight most effec-
tive features that the SOPCA selected included the vari-
ance, contrast at0 and90 degrees, correlation at0, 90,
and 270 degrees, the first and second order multiscale
features. These features have the most discriminating
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power in the segmentation process. Once the segmen-
tation step is performed, specific filters and interpolation
functions can be applied to each document component.
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Figure 2: Result of applying a smoothing function to remove
noise, followed by bicubic interpolation of the entire image.
The resulting document image suffers from edge blurring and
aliasing.
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Figure 4: Conventional interpolation (left) computes the in-
terpolated central pixel using all pixels within a local win-
dow, causing blurring. Content-based interpolation (right) es-
timates the interpolated pixel using only those pixels within the
same class, providing a more distinct and accurate result.
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Figure 5: Original and segmented document into text (black),
image (gray), and background (white) Figure 6: Original and enlarged document using bicubic inter-

polation applied to the whole image
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Figure 7: Document enlargement with content-based enhance-
ment, with (top) bicubic interpolation performed separately, af-
ter enhancement, and (bottom) both interpolation and enhance-
ment guided by segmentation.
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