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Abstract

In this paper, we introduce a novel technique for genera
green-noise halftones−stochastic dither patterns compos
of homogeneously distributed pixel clusters. Althou
techniques employing error diffusion have been propo
previously, the technique here employs a dither a
referred to as a green-noise mask which greatly reduce
computational complexity formerly associated with gre
noise. Compared to blue-noise masks, halftones gene
with green-noise masks are less susceptible to pr
distortions. Because green-noise constitutes patterns 
widely varying cluster sizes and shapes, the techn
introduced here for constructing these green-noise mas
tunable, that is it allows for specific printer traits, with sm
clusters reserved for printers with low distortion, and la
clusters for printers with high. Being that blue-noise i
limiting case of green-noise, this new technique can e
create blue-noise masks.

Introduction

Digital halftoning is the technique employed to conv
images from continuous-tone to binary. Desktop prin
such as laser and ink-jet, as well as comme
planographic and screen presses capable of only b
output, rely on digital halftoning in order to produce 
illusion of continuous-tone. Typically, halftoning is done
one of two ways as either amplitude (AM) or freque
(FM) modulated halftoning. Both present their advanta
and disadvantages.

AM halftoning is a point operation that forms a regu
grid of clustered dots (Fig. 1 (top)). The resulting patte
are, therefore, very robust and computationally inexpen
but also of low quality. Visually, AM halftones are blurr
versions of the continuous tone original.

FM halftoning, by isolating minority pixels in a rando
fashion, produces binary images with much higher sp
resolution (Fig. 1 (middle)), creating an image with mu
less blurring than their AM counterparts. Once
neighborhood operation, FM halftoning can be perform
with minimal computational expense through the use
blue-noise dither arrays.4 The problem with FM, though, i
that by isolating minority pixels, FM halftones maximi
the perimeter-to-area ratio of printed dots, ther
maximizing the susceptibility to inevitable proce
variation.
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With recent advancements in halftoning technolo
binary images can now be represented using the AM
hybrid, green-noise.1 Green-noise halftones are stochas
dither patterns composed of homogeneously distribu
minority pixel clusters (Fig. 1 (bottom)). By clustering
pixels of like color, green-noise can sacrifice spa
resolution for pattern robustness. Green-noise c
therefore, create images with less blurring than AM a
with more resistance to printer distortions than FM.

Figure 1. Eyes image using (top) AM halftoning using 8x8 ce
(middle) FM halftoning using blue-noise, and (bottom) AM-F
halftoning using a green-noise mask.

Until now, halftoning with green-noise has implie
error-diffusion based halftoning.3 Such schemes ar
neighborhood operations and, therefore, carry a h
computational cost.5 But in this paper, we introduce a nov
technique for constructing green-noise masks. These m
make it possible to generate green-noise halftones with
same low complexity as AM and FM.2 Being a tunable
process, the construction algorithm can produce masks 
wide range of printing devices such that reliable devi
have small clusters and unreliable devices have large.
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Spatial Statistics of Green-Noise

Before constructing masks, this section summarizes
statistical framework, introduced by Lau et al,1 for studying
stochastic halftone patterns and, using spatial statis
characterizes the green-noise halftoning model. In the
et al framework, an aperiodic halftoning process is defi
as a stochastic model, Φ, governing the location of minorit
pixels, or points xi, within a binary dither array. A sample 
Φ, φ is written as φ={xi:i=1,…,N} with φ(B) a scalar
quantity defined as the number of minority pixels, xis, in a
subset B of the dither array. Using this notation, φ(x)=1
indicates that the pixel at sample x is a minority pixel (pixel
x is 1 for 0≤g<0.5 and 0 for 0.5≤g<1) while φ(x)=0 indicates
that the pixel at sample x is not.

As a scalar quantity, the first order moment or 
expected value of φ(x) is the intensity, I(x), which is the
unconditional probability that sample x is a minority pixel.
For a binary pattern representing gray level g, I(x)=g for
0≤g<0.5 and 1-g for 0.5≤g<1. A second statistic fo
characterizing Φ is the quantity K(x;y) defined as:

)}({E

})({E
);(

x

yx
yx

φ
φ∈φ

=K , (1)

the ratio of the conditional expectation that sample x is a
minority pixel given that sample y is a minority pixel to the
unconditional expectation that sample x  is a minority pixel.
Referred to as the reduced second moment measure, K(x;y)
is a measure of the influence that a minority pixel at sam
y has on pixel x. If K(x;y)>1 then sample x is more likely to
be a minority pixel given y while if K(x;y)<1 then sample x
is less likely to be a minority pixel given y.

For a stationary point process Φ, K(x;y)=K(r,θ) where r
is the distance between samples x and y and θ is the
direction from y to x. For stationary point processes wh
are also isotropic†, K(r,θ) is independent of θ and is
commonly referred to as the pair correlation, R(r), which is
defined explicitly as:
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Ωφ

φ∈Ωφ
=R , (2)

the ratio of the expected number of minority pixels loca
in the ring Ωy(r)={x:r<|x-y|≤r+dr}, under the condition tha
a minority pixel exists at sample y to the unconditiona
expected number of minority pixels located in the r
Ωy(r).

For studying inter-point relationships between 
pixels of a binary dither pattern, the pair correlation i
very powerful metric. This can be seen by looking at 
well studied blue-noise model where given that the goa
blue-noise halftoning is to space minority pixels 
homogeneously as possible,5 the pair correlation of the ide
blue-noise dither pattern is of the form of Fig. 2 (top). T
pair correlation shows three distinct features. The 
feature, labeled (a), is a pair correlation R(r)=0 near r=0
indicating a strong inhibition of minority pixels close to o
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another. The second, labeled (b), is a pair correla
approaching 1 for increasing r indicating a decreasing
correlation between minority pixels as r gets larger and
larger. The final feature, labeled (c), is a series of peak
integer multiples of λb, the principle wavelength of blue
noise. These peaks indicate a frequent occurrence of
inter-point distance λb.
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Figure 2. The ideal pair correlation for (top) blue-noise an
(bottom) green-noise.

In contrast to blue-noise, green-noise has a p
correlation of the form of Fig. 2 (bottom). This pa
correlation also displays three distinct features. The fi
labeled (a), is a pair correlation R(r)>1 for r≤rc indicating a
clustering of minority pixels where rc is the cluster radius.
This cluster radius is related to the average number
minority pixels per cluster, M, as:

π rc

2
=M. (3)

Eqn. (3) states that the area enclosed by a circle
radius rc is equivalent to the area covered by a cluster of s
M pixels. The second feature of the ideal green-noise 
correlation, labeled (b), is a pair correlation whic
approaches 1 with increasing r indicating, like the blue-
noise pair correlation, a decreasing correlation of mino
pixels with larger and larger separation between them. 
final feature, labeled (c), is a series of peaks at λg, the
principle wavelength of green-noise, indicating a frequ
occurrence of the inter-cluster distance λg.

BIPPCCA

In this paper, we introduce the iterative procedu
BIPPCCA (BInary-Pattern-Pair-Correlation-Constructio
Algorithm) to construct binary dither patterns with arbitra
pair correlations and a given intensity by random
converting pixels of an arbitrarily sized array from 
majority (0) to a minority (1) value. Progressively buildin
upon the previous iteration, BIPPCCA begins with an M×N
all zero array, φ, with one pixel selected at random an
converted to a minority pixel. Given the dither patternφ
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with minority pixels {xi:i=1,2,…}, BIPCCA assigns 
probability of becoming a minority pixel to each major
pixel in φ. BIPPCCA then replaces the maximum like
majority pixel (the majority pixel with the highe
corresponding probability) with a minority pixel. Th
process is then repeated until the dither pattern φ of size
M×N has I×M×N minority pixels where I=g for 0≤g<0.5 or
1-g for 0.5≤g<1.

BIPPCCA is able to construct φ such that the resultin
dither pattern has a desired reduced second mo
measure by adjusting the probabilities of majority pix
being converted to minority pixels at each iterat
according to the current set of minority pixels in φ and R(r),
the pair correlation shaping function. R(r) is a user specifie
function derived from the desired pair correlation w
values of R(r)>1 increasing the likelihood of minority pixe
being placed a distance r apart and values of R(r)<1
decreasing the likelihood. Recall from the previous sec
that R(r)>1 indicates that given a minority pixel at locati
y all samples x, for which |x-y|=r, are more likely to be 
minority pixel than any point z for which R(|z-y|)<R(r). So
given that a minority pixel is placed at y, BIPPCCA
increases the likelihood of a pixel becoming 1 for all pix
x for which R(r)>1. It also decreases this likelihood for az
for which R(|z-y|)<1.
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Figure 3. The pair correlation shaping function used to const
green-noise dither patterns.

The function R(r) is referred to as the spatial shaping
function due to its influence in “shaping” the pa
correlation of the resulting pattern. Used in this paper
R(r), Fig. 3 shows a very simple approximation of the id
pair correlation for isotropic green-noise with peaks
integer multiples of λg, the principle wavelength of gree
noise, and valleys mid-way between peaks. We note
although more elaborate R(r) could be proposed, this mod
was selected because of its very simple structure
simulations, 1.01 proved a good value as the maxim
amplitude (labeled G in Fig. 3) for R(r).

In addition to R(r), the probabilities of majority pixel
being converted is also influenced, at each iteration, by
current concentration of minority pixels in φ through C, the
concentration array. C ensures homogeneity in φ by
decreasing the probabilities of becoming a minority p
for majority pixels in areas of dense minority pix
concentration and increasing the probabilities for majo
pixels in areas of sparse minority pixel concentration.
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C

Figure 4. Mapping function used to construct the concentrati
matrix C.

In BIPPCCA, the concentration of minority pixels i
measured as the output after applying the low-pass fil
HLP, to φ. In selecting a low-pass filter, an obvious choic
for HLP, as suggested Ulichney,6 is the Gaussian filter such
that:

HLP
(r)=exp(-r2/2σ2), (4)

for some constant σ. Note that in order for a minority pixe
to have an influence on neighboring clusters, the filter HLP

should have a higher σ for small I where clusters are farthe
apart than for large I where clusters are closer together. 
this paper, such a relationship between HLP and I is ensured
by setting 2σ2=λg. The concentration matrix is then
constructed from convcirc{ HLP ,φ}, the output after filtering φ
with the low-pass filter HLP using circular convolution,
according to the mapping of Fig.4.

The steps of BIPPCCA for generating an M×N binary
dither pattern representing intensity level I are described as
follows:
1. Initialize all pixels of an M×N array, φ, to zero.
2. Randomly select one pixel of φ, and convert that pixel,

φ[m,n], to one.
3. Create an M×N array, U, of uniformly distributed

random numbers such that U[i,j]∈(0,1] is the
probability that φ[i,j] will become a minority pixel.

4. Given the most recently converted pixel, φ[m,n], scale
the value U[i,j] for all pixels φ[i,j]=0 by R(r) such that
(U[i,j])new=(U[i,j])old⋅R(r) where r is the minimum wrap-
around distance between the two pixels φ[m,n] and
φ[i,j].

5. Construct the concentration matrix C using the
mapping of Fig.4 from convcirc{ HLP ,φ}, the output after
filtering φ with the low-pass filter HLP using circular
convolution.

6. Locate the majority pixel in φ with the highest
probability (the pixel φ[m,n]=0 such that (U[m,n]⋅
C[m,n])>(U[i,j]⋅C[i,j]) for all 1≤i≤M and 1≤j≤N and
that φ[i,j]=0), and set that pixel, φ[m,n], to one.

7. If the number of minority pixels in φ is equal to I×M×N,
then the algorithm quits with the output pattern give
by φ; otherwise, continue at step 4.
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Constructing Green-Noise Masks

The basic premise to constructing green-noise masks 
generate a set, {φg:0≤g≤1}, of dither patterns, constructed i
any order using BIPPCCA, from a set, {R(r;g):0≤g≤1}, of
shaping functions with one pattern and one shaping func
for each possible discrete gray-level g (256 levels for 8-bit
gray-scale images). The dither array, DA, is then construc-
ted by assigning to each pixel a threshold according to
spatial arrangement of binary pixels within {φg:0≤g≤1}.
Note that because BIPPCCA generates patterns such
minority pixels are represented by pixels equal to one,
dither pattern φg, for 0.5<g≤1, are generated by inverting th
pixels of a dither pattern created by BIPPCCA for gr
level 1-g.

In order to avoid ambiguities in the assignment 
thresholds to DA, the dither patterns, φg, are constructed
under the stacking constraint that φk⊂φg for all k<g or that if
given φk[m,n]=1, then φg[m,n]=1 for all g<k. As a conse-
quence, the threshold assigned to each pixel DA[m,n] is
equal to the minimum g for which φg[m,n]=1. In BIPPCCA,
a dither pattern φk can be constructed given φg such that
φk⊂φg by constraining step 6 of BIPPCCA to only consid
those pixels of φk for which φg[m,n]=1; furthermore, a dither
pattern φg can be constructed given φk such that φk⊂φg, if, in
step 1, φg is initialized to φk and each value, U[m,n], is
scaled according to the location of minority pixels in φg as
defined by R(r;g). In addition to the above modifications 
BIPPCCA, the shaping function, R(r;g), must also observe
the stacking constraint as minority pixel clusters in patt
φg cannot decrease in size from those in φk.

Figure 5. Green-noise masks constructed to produce halfto
patterns with increasing coarseness.

Conclusions

Unlike blue-noise halftoning, which distributes the minor
pixels of a binary dither pattern as homogeneously
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possible,5 green-noise halftoning forms clusters of minori
pixels that are distributed as homogeneously as possi1

Typically, green-noise patterns are generated via er
diffusion based techniques.2 In this paper, we have
described the algorithm BIPPCCA that constructs bina
patterns according to a desired pair correlation. Althou
intended here for green-noise, BIPPCCA can be used
construct blue-noise patterns as well.

Under a stacking constraint, can use BIPPCCA to bu
green-noise masks, dither arrays designed to produce gr
noise halftones by thresholding, pixel-by-pixel, a contin
ous tone original. Far less computationally complex th
error-diffusion based algorithms, these green-noise ma
can also be tuned to specific printer characteristics 
adjusting pattern coarseness. Fig. 5 shows four instance
the green-noise mask, each with increasing coarseness 
the previous.
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