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Abstract erty [2] whereby the top and bottom edges as well as the
In this paper we compare and contrast two well knownleft and right edgesiraptogether. Therefore, the screen is

approaches for designing screen functions: direct binarytopologically equivalent to the surface of a donut.
;earqh (DBS) and void and cluster (V&Q. They are b_Othl.l Brief Description of DBS
iterative, search based methods that minimize a metric of
error between the perceived halftone and the perceive%I
continuous-tone original image. Despite the many differ-
ences between these two approaches, these is a close ¢

Direct binary search is a recursive search heuristic. The
gorithm evaluates the effect of trial halftone changes on
a measure of perceived errbr DBS processes pixel
hen it considers the effect da of changing {oggling
the pixel's binary state or exchangirsy{apping the states
of two pixels with different binary states. Only a change
] which reduce€ may be accepted. The processing of ev-

1 Introduction ery halftone pixel is referred to as #eration. To design

Halftoning algorithms are used to transform the prototype binary pattern and the subsequent levels of
continuous-tone grayscale images into binary imageshe dot profile function, one iteration will not guarantee
This process is necessary to render the image by a laseonvergence; several iterations are necessary. In general,
or inkjet printer. Due to the lowpass characteristics of thethe exact number can not be determined in advance. When
human visual system (HVS), these rendered images amo changes that redu&eare found throughout an entire it-
perceived as exhibiting grayscale. Thus, the objective o€ration, the algorithm has converged. In this way, the pro-
every halftoning algorithm is to minimize some measuretotype binary pattern and each level of the dot profile func-
of the difference between the perceived halftone andion is designed. Subjectto the constraints of a valid screen
perceived continuous-tone image. An efficient halftoningdesign, each pixel at each level of the dot profile function
method is to employ an array of thresholds to screen thavill converge to a local minimum of the cost function.
continuous-tone image. Such methods require only ong 5 Brief Description of V&C

threshold comparison per halftone pixel. In this paper Void and clust | . h heuristi
we compare and contrast two well known approaches for /oId and cluster only USes a recursive search neunstic
during the design of the prototype binary pattern. The fil-

designing screen functions: Direct binary search (DBS
gning y ( )ered halftone global peak and trough represent clusters and

and void and cluster (V&C). . )
voids of dots where the absolute perceived errors are at a

V&C consists of two stages. During the first stage, them simum. To desian the prototvoe binary pattern. pairs of
prototype binary pattern is designed. Starting with the pro'pi)?els gre-excz:hgige d ir?gnoac;tg?nept toan):ir?& i(;e ',[r?:sesgr
inar rn, the remaining levels in th rofil . . i
totype binary pattern, the remaining levels in the dot pro eors:. We refer to this V&C procedure as thmcessingf

function are designed during the second stage. Althouga pixel swap. This procedure is repeated recursively until

different strategies may be employed using DBS [1], tothe rototvbe binary pattern desian converaes. To desian
compare and contrast DBS and V&C it is convenient to P ype binary p '9 Verges. | '9
subsequent higher (lower) levels of the dot profile func-

follow the same approach. We will show that undercertaintion dots are toggled on (off) within the maximum void
conditions, DBS and V&C very nearly coincide through- | ,t “th kggf ixel is determined by the order i
out each stage. Note, the dither array and prototype bi(C us er); tharank of a pixel is de ermined by the order in
nary pattern must exhibit the periodic wrap-arround prop_wh|ch dots are added or deleted. Rank increases by 1 with
each added dot, decreases by 1 for each removed dot; and

*Research supported by the Hewlett-Packard Company. the dither array thresholds increase with pixel rank.

these links in detail, and examine their implications for the
performance of both algorithms.
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2 Preliminaries The global error measure minimized by DBS is the total
Throughout this paper, we ugm] = [m,n]" and(x) =  squared perceived error given by
(x,y)" to represent discrete and continuous spatial coordi-
nates respectively. In addition, the details of Sec. 2 apply E= /|é(x)|2dx. (6)
exclusively to DBS except where explicitly specified using ) ) .
the subscript "V&C”. V&C focuses its attention on the maximum absolute per-

21 Visual Models and Scale Parameter ceived error. The perceived error image is defined as

We model the lowpass characteristics of the HVS with &vac[m] = 3 en]pvecim—n]. (7)
a linear shift-invariant impulse response. The perceived n

DBS halftoneg(x) is defined by interpolating halftone The v&C heuristic attempts to eliminate the largest dot

g[m] with a HVS point spread function (PSE}x); so clusters and voids. As dots are added or removed, V&C
Kron ~ attempts to maximiz&y/g - or minimizeskSg -, respec-
X) = m]f(x — Xm 1 &C &C
9(x) ;g[ It ) @) tively. These error metrics are defined as

whereX is the periodicity matrix whose columns comprise EVec = [min(&vec[m))l, (8)
the basis for the lattice of printer addressable dots. Ejec = |maxéec[m])l. 9)
The kernelp(x) is based on the contrast sensitivity
function (CSF) of the human visual system. In Sec. 2.3Using these error metrics, V&C may search for the index
we shall see that the mean-squared error on|y dependg the next threshold assignment efﬁciently. In DBS, com-
on p(x) through its autocorrelation functiopgs(x) =  Puting the effect of trial change on the mean-squared er-
[ B(y)p(y+x)dy, evaluated on the printer lattice, i.e. ror can be more computationally intensive. Next, we de-
cpalm] = cps(Xm). Assuming a printer with resolution scribe an efficient technique for computing the effect of
R dots/inch (dpi), an expected viewing distarizeand a  trial changes.
rectangular lattice of addressable points, we find that 2.3 Efficient Evaluation of the Effect of Trial
4 m Halftone Changes with DBS
Cpplm] = D /h(y)h(y+ ﬁ))dy’ (2) To reduce complexity, we employ an efficient procedure

, , ) for evaluating the effect of trial halftone changes [3]. We
where h is the inverse Fourier transform of the CSF e"albegin by defining an additional correlation function

uated at the retina in units of radians, &e: RD is the

scale parameter Ca(X) = / p(y)&(y +x)dy. (10)
V&C uses a simpler visual model. The perceptual filter

kernelis assumed to be a truncated 2D Gaussian functiormhen, by substituting (5) into (6), the errBrmay be ex-

uecim] = Wmje ™/%° (3y Pressedas

E = /z Z e[mje[n]p(x — Xm)[(x — Xn)dx
whereW[m] is a 2D rectangular function which extends m A
over the region of significant support of the Gaussian ker- = Z Z e[mle[njcgp[n —m]. (11
nel ando=1.5. The parameteris used to control thecale mn
of the visual mo_del. For convenience, the windowed kernegubstituting (5) into (10), we also observe tiogm] —
may be normalized to sum to one. However, all changes _ .
. Cpe(Xm) = 3, €[n]css[n —m]. Although our error metric

accepted by DBS and V&C are based on relative mag- . : .

) i R .~ aperates upon a continuous-space version of the perceived
nitudes; thus, normalizing is unnecessary. The perce|ve§rror imagee(x), we may evaluate this measure by com-
V&C halftonedyvec[m] is defined by 9 ' y y

putingcpp[m] = cg(Xm) only. Consider the effect o#(X)
Gvecim] = Z g[n]Pvec[m—n]. (4) of atrial change in the states of pixels at indices and
n m1. The new perceived error imag&Xx) is
2.2 Error Metrics _ ~ ~ 3
We useg to denote the average absorptance value of €(x) = &) +aof(x — Xmo) +a1p(x —Xma), ~ (12)
g[m]. gis a constant between 0 and. 1, whereas the pixe'ﬁ/hereao = _1ifglmo] =1,a0=1if gjmo] =0,a1 = 0 to
of halftoneg[m] take on values O (white) or 1 (black). Our toggle one pixel, and; = —ag to swap the binary states

goalis to computg[m] to minimize a measure of a percep- o g pixels. We substitute (12) into (6), to express the
tually filtered version of the error imaggm| = g[m] — change in erroAE as

We model the continuous-space perceived error as __—
AE = (aj+af)cpp|0] + 2a0cps[mo] +

é(X) - ;e[m] f)(X - Xm)' (5) 2alcpé[m1] + 2aoalcﬁp[m1—mo]. (13)
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AE can be evaluated with a few table lookups and addithe toggle is accepted, the update (14) increaggsno)
tions. If a trial change is acceptaghs[m] must be updated by cp5[0]. In either case, the update decreagggmo|.

to cjs[m] as follows Thus, DBS only accepts toggles which locally reduce the
perceived error imagegs[m| in the pointwise absolute
sense It can also be shown [3] that accepted trial swaps
also reduceécps[m]|.

The approach described above can be used to reveal a cgf'-l F\’_elatlng DBS and \./&C during the Prototype
respondence between the DBS and V&C error metrics. V&E'ng_ry ':itr;[em DtetSIgnb' tern " .
. adjusts the prototype binary pattern in an attemp
3 Relﬁlﬂtlng_ the DBS- and V&C Error to minimize the maximum absolute filtered ermg.c[m].
etrics and Visual Models Fi : .
: . ) irst, V&C searches for the pixel set to 1 (black) which
. Notice th? similarty petvyeen lowpass fllter@[m] and exhibits the largest positive filtered absorptance error and
Pvac[m] as illustrated in Fig. 1. Howeveess[m] is used begins to process this pixel by toggling it to 0 (white).
1 8vec[m] is then updated to account for the effect of this
toggle. After this update, V&C searches for the pixel set
to 0 which exhibits the largest negative filtered absorp-
tance error. If this is the same pixel that was toggled to
0 in the previous step, then the V&C stopping criterion is
satisified; and the prototype binary pattern design has con-
verged. Otherwise this pixel is toggled to 1 to complete
=— = the swap. This procedure is repeated iteratively until the
o stopping criterion is satisified.

. ) - Using our block based optimization strategy [4] with
Figure L:cgp[m] (@) andpyec(m] (b). The DBS and V&C 110 "si70 equal to the screen size, the DBS and V&C
perceptual filter kernels are similar. strategies are similar. We also restrict the changes per-

- . formed upon the prototype binary pattern to the swapping
to compute thege[m] LUT to efficiently implement DBS of pairs of pixels with different binary states. However,

whereaspysc[m] is used to compute the perceived error .
image€yec[m]. According to the dual interpretation of j[he methodology used by DBS differs from that of V&C

T . intwo ways. First, the DBS and V&C stopping criteria de-
DBS [3]’. Cpa[m)] is anothgr lowpass correlate of pgrce|\~/ed scribed in Sec. 1.1 and 1.2 differ. Furthermore, each swap
error using the same visual model used to degfe,

but from twice the viewing distance. Therefore through—"’l.cc.elmed by V&Onust.ir'wol\./e the pixel set to 1 which ex- .
out the remainder of this paper we will refer ¢§§,[m] as hibits the largest positive flltered absorptgnce error. This
another correlate of perceived error. To relate DBS an%SpeCt of the V&C ;earch is based e?<clu5|vely on the error
V&C, we will show that the procedure used in Sec. 2.3 efore the change is made. Alternatlv_ely, the changes that
has 'Ehe same effect omelm] as the V&C heuristic has DBS accepts are only based on the difference between t.he
on &/sc[m]; each have their maximum error minimized error before and what . error V.V'" t.)e after the phangg IS
pointwise absolutely. made. These are important distinctions. Knowing which

Consider the impact of toggling one halftone pixel pixels to process and when to terminate processing will

significantly effect the quality of the final pattern as illus-
?1[2)01.530:;22? tt(;)ggle reduces errdz, then AE < 0 and trated in Fig. 2. A local minimum of both the DBS and

505p[0] < —a0Cps[Mol, (15)

Calm] = cpa[m] + aoCpp[m — mo] +

arCpp[m —my]. (14)

whereag = —1 or +1 depending on whethefmo] is ini- -
tially set to 1 or O respectively. This implies that a tog-
gle reduce£ only when|cgs[mo]| exceeds a threshold of

%Cﬁp[O]. For a toggle, the update (14) simplifies to .ot S - -

Calm] = cpe[M] + aoCpp[m — mo). (16)

If g[mo] is toggled from 1 to Ocss[mo] must have been
greater thar%c,aﬁ[O] before the toggle. After the toggle
is accepted, the update (14) decreasgfng] by cs5[0].
Similarly, if gimo] is toggled from O to 1css[mo] must
have been less thaﬂ%Cﬁp[O] before the toggle. After V&C cost functions is illustrated in Fig. 2(a); this pattern

Figure 2: Prototype binary pattern with hexagonal lattice
(a) and perturbed lattice (b).
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resembles a hexagonal packing pattern. DBS and V&CThencp[m] is updated; and the next largest void is found.
each use a circircularly symmetric kernel which decreasei this way, the placement of aiW /255 consecutive tog-
monotonically as a function of Euclidean distance from thegles may be determined. After these toggles are accepted,
kernel center. Thus, neither DBS nor V&C will accept any DBS then allows these dots to be swapped around in or-
changes due to the symmetry of this pattern. The nearesker to jointly optimize their placement. In general, several
black neighbors of each minority black pixel are a con-DBS iterations are required during which oudW /255
stellation of six roughly equidistant pixels. Referring to swaps are accepted. Clearly, V&C uses a greedy strategy
the pixel in the middle of the circle as tleenterpixel,  for each threshold assignment whereas DBS jointly opti-
its six black nearest neighbors reside in an annulus closmizes for a series of threshold assignments correspond-
to the circle boundry. Refer to these six dots asshe  ing to each graylevel. Since the joint optimization is
roundingdots. Now modify this pattern by moving each performed after the dots are first added (using the same
of the surrounding dots slightly closer to the center dot tomethod as does V&C), each accepted swap reduces func-
generate the pattern of Fig. 2(b). Clearly, the center pixetion cost below the level attained without joint optimiza-
is the black pixel with maximum filtered absorptance andtion. So, the DBS strategy attains better quality at each
V&C will attempt to swap it. Since the surrounding dots graylevel.
have only moved slightly, toggling the center pixel creates4  Conclusions
the largest void; so the center pixel is restored and V&C By design, DBS accepts halftone changes to generate
terminates processing. DBS will find opportunities for re-a halftoneg[n] which locally minimizese(x) in the mean
ducing function cost at each of the surrounding dots; thesequare sense. These changes also locally reduce another
dots will be swapped into positions further from the centerperceptual error correlaigs[n] in the minimax absolute
pixel and thus, reduces the maximum absolute error. Whesense [3]. This latter metric resembles that of V&C.
DBS converges, the original pattern or a similar one will We have shown that V&C uses a premature stopping
have been generated. criterion compared to DBS. Therefore, DBS is likely to
We have established that DBS and V&C accept a sedesign a more optimal prototype binary pattern. In addi-
guence of swaps in an attempt to decrease the maximution, throughout the second stage V&C uses a greedy strat-
absolute filtered error. However, it is not obvious that up-egy for each threshold assignment. Using our block based
dating the filtered pattern following an accepted toggle astrategy [4], DBS jointly optimizes over a series of simul-
mo may not tend to increase the maximum absolute filteredaneous threshold assignments. In particular, the thresh-
error for somem # mg within the region of support of the old selection process used in the second stage of V&C has
perceptual filter kernel. For DBS, this subtle issue has beeheen shown to be a proper subset of the procedures used by
resolved with a proof [3]. This proof shows that DBS is DBS. Thus using DBS will result in a lower cost at each
guaranteedto achieve a local minimum pointwise abso- gray level.
lutely. However, the V&C perceptual filter fails to satisify 5  Biography
the conditions of this proof, and V&C does not actually = David Lieberman received his B.S. in Electrical Engi-
confirm that a reduction in error results from a swap. Oc-neering from the University of Wisconsin at Madison in
casionally, V&C accepts swaps that increase function costl986 and his M.S in Electrical Engineering from Purdue
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