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Abstract

The known approach to noise evaluation predomina
consists of an image differentiation and subsequent filte
This approach requires an interactive procedure of poin
to homogeneous regions where the local variance of
processed image should be computed that is unaccepta
many on-line printing systems. The proposed model-ba
approach to noise estimation considers noise as stoch
deterministic fluctuations of image intensity with respec
the assumed polynomial intensity function with add
noise. The original image is restored from the printed im
by using a robust filtering procedure based on the assu
polynomial regression model. The difference between
original image and the scanned image during the prin
process is then analyzed in order to detect the signifi
values of the residuals which represent the printing de
or noise.

Introduction

The noise level in printed images is one of the b
characteristics during evaluation of the print quality. He
the noise is considered in a broad sense, namel
stochastic or mixed (both stochastic and determinis
unwanted fluctuations of image intensity (luminance 
color components) over the image plane. This conc
besides the white independent noise includes grainin
banding, edge raggedness and other artifacts. It is supp
that these fluctuations are insignificant in magnitude
compared to the relevant intensity changes or they h
relatively short duration on the image plane.

The known approach to noise evaluation predomina
consists of image differentiation and subsequent filte
[1]. This approach requires an interactive procedure
pointing to homogeneous image regions where the l
variance of the processed image should be computed t
unacceptable in many on-line printing systems [2].

The proposed approach is based on a n
homogeneous polynomial regression model of ima
which includes the noise variance as one of the unkn
parameters to be estimated. Besides, the developed i
model is also consisted of domain model of local obje
and image details which are described by the so-ca
structuring regions. In order to model different distributio
of stochastic noise, it is approximated by the mixed n
model consisting of white Gaussian noise and outliers f
the Gaussian distribution.
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The noise estimation procedure is based on 
selection of the most probable structuring region from
possible structuring regions inside a sliding window a
estimation of the model parameters over the pix
belonging to this region. Thus, the selected structu
region matches the local polynomial intensity model w
mixed noise. The parameters to be estimated include
polynomial regression coefficients, local contrast, and 
noise variance. In order to measure different kinds of no
especially the edge raggedness and banding, the meth
adaptation to edge structures is proposed as well.

This method has been tested on real scanned im
with added noise as well as on real scanned images
print defects. The results are better as compared with
known approach of differentiation which is a conte
dependent technique and yielded an exaggerated estim
of the noise variance.

 (a)  (b)  (c)
Figure 1. An illustration to the formation of two out of eight ed
structuring regions (b) and (c) by the structuring element (a).

Polynomial Regression Modeling of
Printed Images

The underlying model of printed and scanned image
composed of two parts: original image model and mode
image distortions. Since we are modeling an image 
function of two variables which are the pixel coordinat
we model separately the domain as the image plane an
intensity function as a surface in three-dimensional sp
The domain modeling is necessary to represent local ob
in images as well as edge structures of the local objec
order to have structure-adaptive procedures for filtering 
noise estimation. The first model, the domain model
deterministic and is based on notions and operation
mathematical morphology [3]. The basic concept of 
model is a complete set of the so-called structuring regions
{V k(i,j)}, consisting of edge structuring regions and o
symmetric structuring region relatively to a current pi
g(i,j) (see Fig. 1). Every pixel on the image plane belong
least to one of all these structuring regions. The sec
model, i.e. the model of the intensity function, is
6
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stochastic one in a broad sense and uses a polyno
regression representation of intensity.

The polynomial regression model states that 
intensity function g(i,j), where (i,j)  are the pixel coordinate
as the non-random explanatory variables of the regres
can be represented as a polynomial function of ordeq
within a neighborhood D(u,v) relatively to a current poin
(u,v) plus independent noise n(i,j) with a Gaussian
distribution N(0,1). For example, in the two-dimension
case it can be written as

s

qsr

r
sr jijinjig �

����

�������� ,),(),( �� ,

for ),(),( vuDji ���� , (1)

where D(u,v) might be a homogeneous asymmetric reg
or the structuring region as a subset of this homogen
region including current point (u,v), �r,s is the (r,s)
regression coefficient (parameter), n(i,j) is the white noise
having zero mean and unit variance, � is the noise scale
parameter. The first term of the right part in Eq. (1)
treated as residuals of the polynomial regression model.
regression coefficients {�r,s} are considered together wit
the scale parameter � as the model parameter vector ��=[�1,
..., �t, �] to be estimated. Usually, noise n(i,j) contains a
relatively small fraction of outliers � that can be modeled a
Gaussian noise with a stationary standard deviation � over a
region of interest mixed with impulsive noise with a know
distribution. The regression coefficients are changing fr
point to point, thus being non-stationary values a
representing the non-homogeneous background. 
combination of Gaussian noise with outliers is a qu
general additive noise modeling because by combining
value of � with different values of the outlier fraction �,
different practical cases of noise distribution can 
satisfactory approximated. The intensity of the outliers
possible print defects is described by their local cont
relatively to the background. The regression parameters
local contrast, as well as the variance of the Gaus
residuals are estimated by using robust estima
procedures developed for this special purpose in orde
diminish the influence of outliers.

Detection of Print Defects

The automatic estimation of noise level or detection
print defects like the banding, edge raggedness, mottles
graininess is based on the intensity estimation of initial (
of defects) image, i.e. the image to be printed. It is assu
that the initial images can be represented by the desc
composite image model consisting of structural regi
within each of them the image intensity is represented
the polynomial function. Then, the difference between 
restored (estimated) image and the input image (with p
noise and defects) is computed for specified regions
interest. The regions of interest can be selec
automatically or pointed out manually by an operator. In
present research it is supposed that the location of
587
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regions of interest is known and the assumed compo
image model is valid within the regions of interest. F
example, the region of interest can be an edge fragme
order to measure the noise level and edge ragged
Another example of the regions of interest is the im
areas containing just the printed text areas without figu
For direct detection of print defects, the obtained differe
image is subjected to a thresholding operation with
constant or floating threshold. The threshold is set on
appropriate level for discrimination of the print defe
component from the additive noise component. T
resulting binary image containing presumably the p
defects or just the noisy pixels is analyzed in detail for no
level estimation and measurements of print quality.

In order to detect print defect of different size a
location, the principle of multi-resolution imag
representation has been used. The additive noise comp
is extracted and estimated with respect to the varianc
the initial resolution level. The print defects of different s
are analyzed on lower resolution levels.

Robust Estimation of the Regression
Coefficients and Noise Level

The restoration of the initial image from the noisy a
defective image is made in two stages. The first st
consists of a robust estimation of the regression coeffici
in order get rid of outlier influence which can be interpre
as print defects. The final intensity estimate including 
noise variance estimation is made at the second stag
using the concept of structuring regions described in Sec

Let us assume that noise (as the model of 
polynomial residuals) n(i,j) has a mixed distribution, e.g. th
Gaussian distribution for most pixels and impuls
independent noise with a point contamination probability�.
In general case, the distribution of the magnitude 
impulsive noise is not known, but its magnitude 
significantly greater than the rest of points. Since the m
of points are free from outliers and have Gauss
distribution, the conditional minimization of the sum 
squares is chosen as a partial estimate of the regre
parameters because it coincides with the maxim
likelihood (ML) approach in this case. So, the regress
coefficients are computed by the least squares method a
solution of the system of linear equations involvi
elements of selected sub-samples. For a low-de
regression (up to the second order), the exp
conventional equations for the coefficients are known. 
final estimate of the parameter vector ��=[�1, …, �t, �] is
calculated as the maximum a posteriori probability (MA
estimate over all optimal partial estimates {��k}. It is
assumed that the total number of outliers in a sele
region for partial estimation will be not greater than (N-1)/2,
where N (odd) is the number of all pixels in a subset. T
value of the vector ��k is selected as the best estimate by 
ML principle of the regression coefficients over all possi
sub-samples which can be without k outlier pixels at the
same time (the sub-sample size is equal to N-k).
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Figure 2. A region of interest on a printed image containing no
and print defects (banding) in the right part.

Assuming that under the proposed structural mo
every pixel belongs at least to one structuring region ou
all L structuring regions {Vk(i,j)}, it is advisable to evaluate
its value based mostly on the pixel values from this reg
In other words, the current pixel value should be estima
from the population with the same distribution except fo
small percentage of outliers. This follows from the ima
model as being composed of regions with differe
regression coefficients which are stationary over th
regions. Based on the underlying model, we will evaluat
pixel value over one appropriate structuring region fr
several possible. These structuring regions are derived
using Eq. (3) in Section 2.

The most probable structuring region Vl(i,j) for pixel
estimation is determined by using the Bayes rule, t
corresponds to the optimal selection by the maximuma
posteriori probability as follows [4]:

)}/()({maxarg
1

kyPkPl
Lk

����

����

, (2)

where P(k) is the a priori probability for the k-th structuring
region; P(y/k) is the conditional probability for a feature y,
and k takes values over all possible L structuring regio
{V k(i,j)} (e.g., L is equal to N=9 for the case of equal in si
and identical in shape structuring regions with N=3x3 poi
in Fig. 1). The feature y is a local statistic determined withi
a processing window and may be also a vector of feature
order to possess good discriminating properties. In prac
the selection of the most probable structuring region by 
(4) is made in two steps. In the first step, the most prob
edge structuring region is determined by using 
normalized contrast with respect to each of the structu
regions as the feature y. Then, in the second stage, on
the two remaining structuring regions (edge structur
region and symmetric structuring region) is selected ba
only on the local variance as the discriminating feature y

The step of final optimal estimation of image intens
f(u,v) is also present which coincides with a simp
polynomial calculation of intensity in the current point (u,v)
of the optimal structuring region:

s

qsr

r
l vusrvuf �
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),(),( � , (3)
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where {�l(r,s)} is the sequence of regression coefficien
estimated over the structuring region with numberl
including the current point (u,v).

Experimental Results and Conclusions

The proposed technique for defect detection and no
level estimation has been tested on different real prin
images as well as on images with synthetic simulated n
and defects. The real scanned images have been obt
from a conventional laser printer and scanner at 300 
One example of the region of interest with a homogene
background is shown in Fig. 1. For the computation
reason, the structuring regions in all experiments are 
respective shifted versions of one structuring elem
(window) consisting of N points (in our example, 3x
points). The theoretical considerations mentioned in 
previous sections have been confirmed during 
experiments. The application of the proposed approach
simulated noisy images yielded more accurate results
compared to the known differentiation approach [1]. T
process of print defect detection and noise estimation
illustrated in Fig. 2 by the difference image (original a
restored by the robust estimation method) containing no
and printing defects. The dependence of the estimated n
variance on the intensity levels for the test stripe image
shown in Fig. 3. The measured print noise has gre
variance for the regions of interest with greater intens
mean values.

Figure 3. The difference image corresponding to the region
interest in Fig. 2. The initial intensity has been scaled in order
see the noise structure.

In can be clearly seen from the Fig. 4 that the mu
resolution approach allows to extract defects which are 
visible at the initial resolution level. The developed meth
of noise estimation besides the accurate calculation of
noise variance allows to detect other print defects such
banding, edge raggedness and mottles. Further im
analysis and measurements provide complete structur
print defects as well as their various properties. The wh
process of noise estimation and defect detection
automatic provided the regions of interest are supplied
advance.
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Figure 4. The difference image at lower resolution lev
corresponding to the region of interest in Fig. 2.

Table 1. Estimated Noise Variance as Dependent on th
Mean Gray Level for Different Regions of Interest

Percentage of gray Noise variance
100% 6.02
90% 40.58
80% 89.68
70% 138.68
60% 169.91
50% 215.11
40% 298.11
30% 428.31
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