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Abstract
Retinex is a theory of colour vision, and it is also a well-

known image enhancement algorithm. The Retinex algorithms
reported in the literature are often called path-based or centre-
surround. In the path-based approach, an image is processed by
calculating (reintegrating along) paths in proximate image re-
gions and averaging amongst the paths. Centre-surround algo-
rithms convolve an image (in log units) with a large-scale centre-
surround-type operator. Both types of Retinex algorithms map a
high dynamic range image to a lower-range counterpart suitable
for display, and both are proposed as a method to simultaneously
enhance an image for preference.
In this paper, we reformulate one of the most common variants
of the path-based approach and show that it can be recast as a
centre-surround algorithm at multiple scales. Significantly, our
new method processes images more quickly and is potentially bi-
ologically plausible. To the extent that Retinex produces pleasing
images, it produces equivalent outputs. Experiments validate our
method.

Introduction
The Retinex theory of colour vision was proposed by Edwin

Land [15]. Although initially designed as a model to account for
understanding aspects of human colour perception, the related
Retinex algorithms are used in various applications, including
image enhancement [23], colour correction [17], and dynamic
range compression [29]. At its heart, Retinex assumes that a pri-
mary goal of colour vision is to correctly perceive the colour of
objects. Concomitantly, Retinex algorithms attempt to separate
the effects of illumination from reflectance so that the veridical
colour of objects can be ascertained. From an evolutionary per-
spective, it is often argued the ability to solve tasks - e.g. to re-
liably separate the colour of fruit from foliage and to determine
the former’s ripeness [24] - that the visual system must be able
to discount the illuminant colour.

Very broadly, Retinex algorithms belong to one of two
groups: either they are path- or centre-surround-based. In the
path-based method, the brightness ratios of adjacent points along
a random path through an image region are examined to find
plausible material boundaries. Illumination is assumed to vary
slowly across a scene, while reflectance causes an abrupt change
in signal strength when an object/material boundary is encoun-
tered, and so at material boundaries, there will be a large or small
ratio (significantly different from ‘1’, no little change). Thus, we
can remove the illumination by thresholding to unity small ratios.

In path-based Retinex, adjacent thresholded ratios multiply
successively so that the brightnesses in one part of an image can
be compared to those in the other parts. By multiplying adja-
cent ratios, the Retinex computation effectively reintegrates the
image. Because the illumination variation has been thresholded
away, the reintegrated signal depends only on the objects’ albe-
dos. Where albedo is a measure proportional to reflectance, and
in Retinex parlance albedo is proportional to lightness. Impor-
tantly, Retinex integrates along multiple paths, and the final cal-
culated lightness is the average computed along all the paths.

See Fig. 1 as an example of path-based computation. Look-
ing at the path start-point in patch D, there is an intensity of 118.
Yet, as the path meanders upwards when it crosses into patch C
the value is 100. The difference in these values is assumed to
be due to a slowly varying illumination. However, in path-based
Retinex any small variation in signal strength is thresholded out
so in relating D to A it is only the ratios at the material bound-
aries that matter. As shown in the figure the product of the 3
ratios (from patch D into C, C into B and B into A) is 2.4 indi-
cating that A is estimated to be 2.4 times lighter than D.

According to Marr [20] there is no requirement that a the-
ory of vision - here colour perception - should lead to a computer
algorithm that processes images in the same way as the visual
system. What matters is that the theory accounts for the visual
data. Importantly, there is psychophysical data that path-based
Retinex can predict. But, it is clear that the human system - at
least at the lowest levels - is not carrying out path-based process-
ing. So, to the extent that Retinex is an accurate theory of colour
vision, it is not implemented as a path-based computation by our
visual system.

Figure 1: We calculate a path from bottom to top by multiplying
ratios of luminance at material edges.

Figure 2: Convolution filter for centre-surround Retinex.
In the early stages of human visual processing, light is

recorded by the cones [25], and then this signal flows through
many intricate layers of cells connecting these sensors to the op-
tic nerve. The receptive fields in retinal ganglion cells receive
inputs from multiple cones, allowing for the transmission of con-
trast information [18]. These cells are organized into centre-
surround receptive fields consisting of a central region and a sur-
rounding annulus. Center-surround processing is found both in
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the retina and in the visual cortex [8].
In analogy to this physiology, the centre-surround Retinex

has evolved [14]. In the centre-surround Retinex, the weighted
average signal in an annular region is subtracted from the bright-
ness at the centre, where the brightness is in the log domain. In
the non-log domain, the centre-surround Retinex interprets the
image as its signal relative to (divided by) the average of the sig-
nal in the surrounding annular region. See Fig. 2 for an illustra-
tion of the centre-surround Retinex’s convolutional filter (similar
to [11]). Empirically, the centre-surround Retinex mitigates the
effects of illumination and can also describe some psychophysi-
cal data [14].

In this paper, we link centre-surround and path-based
Retinexes. First, we can recast the commonly used McCann99
[22] path-based Retinex in the form of a coarse to fine reso-
lution centre-surround Retinex (a type of multigrid algorithm).
Second, we show that this recasting of path-based Retinex in
a centre-surround framework can be interpreted explicitly as
Jacobi-iteration [21] where we interpret the centre surround op-
erator as a Laplacian - second derivative - over a variety of scales.
The extent to which Retinex mitigates for the effects of illumina-
tion and compresses the dynamic range in an image is related
to the extent to which the image is partially reintegrated from its
Laplacian. This, we believe, is a wholly new and novel insight.

Of practical import, we show that our centre-surround
method results in quicker processing compared to McCann99
and, to the extent that Retinex produces pleasing images, pro-
duces equivalent outputs. Qualitatively, our new centre-surround
Retinex produces fewer artefacts than McCann99.

Background
In [13] a grey-scale Mondrian (a piece-wise uniform patch-

work of overlapping square patches) was shown to observers
where there was a very strong brightness gradient across the im-
age. The gradient was so strong that the brightness measured
from a white surface was less than for a dark patch (because there
was so much more light incident on the dark patch). Remarkably,
observers could correctly classify the correct surface albedos (or
lightnesses) despite the large illumination gradient. To explain
this and other psychophysical data, Land [15] proposed a path-
based-computation. Along the path small differences due to an
illumination gradient are thresholded out and only ratios - calcu-
lated at material boundaries - are propagated. Fig. 1 illustrates a
path-based computation. Here patch D is related to A by multi-
plying only the ratios between patches. Moreover, when calcu-
lating the lightness (albedo) at A, by choosing a path that starts
from D, we assume that the start point (D) has a maximal albedo
of 100%. If the calculated lightness is more than 1 (more than
100% albedo) then this calculated lightness is reset to 1. In terms
of our example, we must reset the calculated 2.4 to 1 because an
albedo greater than one makes no physical sense. Note, however,
if we run the path in the opposite direction then the computed
value is 1/2.4. In general, the output of Retinex processing is the
average of multiple random paths with random start point com-
putations.

Let us denote an image brightness at location (x,y) as
I′(x,y). According to Retinex theory the ratio R′(x,y) calculated
with a neighbour, e.g. I′(x+1,y) (one pixel apart) is equal to

R′(x,y) =
I′(x,y)

I′(x+1,y)
(1)

Or, in the log-domain (where the absence of ′ indicates log-

units):

R(x,y) = I(x,y)− I(x+1,y) (2)

According to the original Retinex theory, small ratios are thresh-
olded to no change (though, in McCann99 - that we present be-
low - this threshold is 0, no thresholding). In the log-domain
(remembering log(1) = 0)

R(x,y) = thresh(R(x,y))
{

0 , |R(x,y)|< th
R(x,y) , otherwise

(3)

Where |.| denotes the absolute value operator. Denoting Rk,i
as the ith ratio along a kth path ending at I(x,y) the calculated
‘clipped to 0 output’, Ok(x,y) is written as

Ok(x,y) = min(∑
i

Rk,i,0) (4)

Let the shorthand randomPath(I;x,y) denote a random path for
image I() that ends at location (x,y) (randomPath is an algorithm
rather than a function). At this point, it is useful to reflect on
what information is propagated. Indeed, we note, trivially, that
randomPath(I;x,y)+0= randomPath(I;x,y). Here 0 denotes the
putative value at the start of the path. However, if we had some
prior information about the image, we’d like Retinex to propa-
gate randomPath(I;x,y)+ prior(xk,yk) (where (xk,yk) is the lo-
cation in the image where the kth patch starts). The final output
log image is the average calculated along N paths:

O(x,y) =
∑

N
k=1 min(randomPath(I;x,y),0)

N
(5)

The McCann99 Retinex[22] diverges from a classical path-
based formulation in three important respects. First, the path con-
sidered is one pixel long (we only look at ratios of neighbours)
and, second, we always propagate a prior. Further, averaging is
computed after each individual ratio propagation. The key steps
in the McCann99 Retinex computation are presented in Algo-
rithm 1.

Algorithm 1 McCann99 Retinex (computation for Level L)

1: Initialise RL
u,v(x,y) = IL(x,y)− IL(x+ u,y+ v) where u,v ∈

{−1,0,1}
2: Initialise OL(x,y) =↑ OL−1(x,y)
3: for i=1:iterations do
4: for u ∈ {−1,0,1} do
5: for v ∈ {−1,0,1} do
6: if u ̸= 0 or v ̸= 0
7: OL(x,y) = 1

2 (O
L(x,y)+min(RL

u,v(x,y)+OL(x+u,y+v),0))
8: end
9: end for

10: end for
11: end for

The algorithm is hierarchical with the superscript L denoting
level. The full resolution input image is level F and is denoted
IF (x,y). The image at level L−1 is a half resolution downsample
variant at level L. We denote this as IL−1(x,y) =↓ IL(x,y). While
the input images are downsampled the outputs we calculate are
upsampled level to level. The output at level L is initialised as
the output from level L− 1 upscaled by a factor of 2, denoted:
O(x,y)L =↑ OL−1(x,y). Notice that the output image that is be-
ing calculated overwrites itself but that the ratios RL

u,v(x,y) are
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calculated from the input image IL(x,y) and are inviolate in each
resolution. Algorithm 1 is computed per level from lowest to
highest resolution (L = 1 to L = F). The coarsest level, typically
a single pixel, is initialised to 0, O0(x,y) = 0. The core of the
path-based computation is articulated in step 7 (a ratio, here a
log-difference, is used to propagate the current value at a neigh-
bouring pixel and this is reset so it is less than 0). The result
is then averaged with the current estimated output image value.
The iterations parameter is important and is tuned for preference
(iterations are typically in the range 2 to 10).

Let’s finish this section with the centre-surround Retinex.
Here we have a single large convolutional filter f (x,y) (illus-
trated in Fig. 2). The centre-surround Retinex Algorithm 2, is
summarised in a single step

Algorithm 2 Land centre-surround Retinex

1: O(x,y) = I(x,y)
⊗

f (x,y)

As a final comment, we note that the path-based (McCann99
[22]) and centre-surround (Land [14]) return log images that can
and should be adjusted by an additive constant (in effect, to
model a constant of integration). Typically, images are adjusted
so that the brightest pixel value is 0 in log units.

Method
Let us begin by denoting the convolution of I(x,y) with the

filter f as I(x,y)
⊗

f . If we ignore the reset step in step 7 of the
McCann99 Retinex, we can rewrite this step as
7: OL(x,y) = RL

u,v(x,y)+OL(x,y)
⊗

fuv

where fuv are illustrated in Fig. 3a.

Figure 3: In (a) there are 8 filters which when convolved with an
image will calculate the difference of a central pixel with each of
its 8 neighbours. Panel(b), left shows a Laplacian filter and right
an annular averaging filter

That we have 8 ‘directional’ averaging filters does not im-
mediately help us view the McCann99 path-based Retinex as a
center-surround computation. Rather, we choose to substitute
these directional averaging with a single annulus-type operator,
see filter C in Figure 3b.

Rather than computing ratios (log-differences) we compute
a rotationally symmetric difference. The simplest rotationally
symmetric differential operator is the Laplacian [2] and it is im-
plemented by convolving with a simple 3× 3 filter L (shown
left of Fig. 3b): R(x,y) = I(x,y)

⊗
L . In log units, we can inter-

pret this operation as calculating the difference between a pixel
and the average of its immediate surroundings (i.e. it is a center-
surround operator). We note this is one of several discrete Lapla-
cian operators [30] (we choose the one shown mainly to illustrate
the similarity of the approach we develop to McCann99, but, any
typical Laplacian filter might be used).

For now, forgetting about the level L, the reset, and setting
O0(x,y) = 0 we define two iteration equations (6) and (7)

Ok(x,y) = R(x,y)+Ok−1(x,y)
⊗

C (6)

Ok(x,y)= (1−ω)Ok−1(x,y)+ω(R(x,y)+Ok−1(x,y)
⊗

C )

(7)

Where, in Equation (7) ω ∈ (0,1]. Here the filter C (right Figure
3b) plays the same role as the directional averages in 3a). The
reader familiar with algorithms in numerical analysis will notice
that Eq. 6 and 7 are, respectively, a Jacobi [21] and weighted Ja-
cobi [3] iteration. In the limit for large k then Ok(x,y) ≡ I(x,y).
As for McCann99 the I(x,y) is recovered up to an unknown scalar
(which is why we write ≡ rather than =). So, we must add a
scalar so that the reintegrated image has a maximum of 0 (in log
units). Regarding the variable ω in Equation 7, in weighted Ja-
cobi iterations, it is sometimes necessary to set to be less than one
to ensure convergence [3]. Clearly, if ω = 1

2 then the iteration
in Equation 7 looks similar to step 7 in the McCann99 Retinex.
Here, convergence is guaranteed for ω = 1 We can now write our
centre-surround version of path-based Retinex, see Algorithm 3.
Here, as in step 7 for McCann99, we overwrite OL(x,y) and so
drop the iteration subscripts i and i−1.

Algorithm 3 Our Centre-Surround Retinex (computation for
Level L)

1: Initialise RL(x,y) = IL(x,y)
⊗

L
2: Initialise OL(x,y) =↑ OL−1(x,y)
3: for i=1:iterations do
4: OL(x,y) = (1 − w)OL(x,y) + w(min(RL(x,y) +

OL(x,y)
⊗

C ,0))
5: end for

The only difference between this algorithm and the classi-
cal Jacobi iteration is the reset (clip to 0) step (the min function
in step 4). We note this is a sort of negative rectification and is
used routinely in convolutional neural network [4] (and is pro-
posed to have relevance to human visual physiology). Again we
prove elsewhere that this version of Retinex - with reset - also
converges to the original image in the limit.

As we will see in the Experiments section, our new centre-
surround-path-based Retinex runs quicker than McCann99 and
produces broadly equivalent results but with fewer artefacts.
Moreover, and this we believe to be our most significant contri-
bution, by recasting McCann99 as the problem of reintegrating a
Laplacian field we understand the mathematical premise under-
pinning the algorithm. Retinex is a process for partially reinte-
grating an image from differential information (here Laplacian).
When authors [7] have asked how many iterations should be used
(step 3 in the McCann99 algorithm), they have - the perspective
of our center-surround reworking of the algorithm - been asking
about a Jacobi iteration and its rate of convergence. The implica-
tion of this observation is something that we are investigating.

Finally, we note that the Laplacian operator was also part
of the early lightness algorithms (related to Retinex) with, for
example, Horn [9] convolving an image with a Laplacian then
thresholding to 0 image locations where the Laplacian was small
and then reintegrating (by a Jacobi iteration). It was argued that
this simple computation could predict some psychophysical re-
sults such as the Craik-Cornsweet Illusion [9]. However, in these
Lightness algorithms, the Jacobi iteration was iterated until full
convergence.
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Experiments
The dataset of Bloch [1] comprises 11 high dynamic range,

(HDR) images used for our experiments. We run the McCann99
algorithm to generate output images which look pleasing (where
pleasing is entirely the subjective view of the authors). Two of
the images - ’NaturalMirrorBall’ and ’SantaMonicaSunset’ - are
shown in Fig. 4. The first row shows the original unprocessed
pictures. The second row depicts rendered images rendered with
McCann99. As a point of detail to make these outputs we (i)
calculated the mean brightness of an RGB image, (ii) executed
Retinex on the log mean brightness, (iii) exponentiated the result,
and (iv) scaled so the maximum was 1 and the original HDR
colour image was multiplied by the ratio of new (Retinex) over
old brightnesses. In this way, we tone map only the brightness
channel and preserve chromaticity with the original. Finally, (v)
we applied an sRGB [27] gamma.

The first column of Table 1 shows the name of the image.
The second column records the number of iterations (‘its’) used
per image in McCann99. In brackets, we show a time in seconds
to achieve processed images. The software used (Matlab) and
the particular computer configuration are important issues. But,
we will use the timings to (with caveats) compare the perfor-
mance with our new center-surround Retinex (CS-Retinex). The
number of iterations required by our new center-surround (CS)
Retinex, Algorithm 3, together with timings are shown in the 3rd
column of Table 1. Finally, per image, the 4th column records
the mean Delta E error, CIEDE2000 [19], between images ren-
dered by McCann99 and the new Center-Surround Retinex, sim-
ilar to [10], [6], and [16]. For many image pairs a mean error
of less than 3 Delta E means the images look the same by the
human eye [26, 12]. In row 3 of Fig. 4, we show ‘zoomed-

Table 1: Performance of McCann99 vs CS Retinex
HDR Image McCann99 CS Retinex ∆E

Name #its (time/s) #its (time/s)
CarWall 2 (5.18) 10 (0.28) 1.8

CoffeeShop 2 (5.09) 16 (0.39) 2.9
Egyptian 2 (5.12) 15 (0.38) 1.8
Engines 4 (5.55) 20 (0.47) 2.1
FatCloud 2 (5.53) 10 (0.26) 2.1

KitchenWindow 1 (4.90) 10 (0.27) 1.6
MansChinese 2 (5.09) 10 (0.27) 1.9

NaturalMirrorBall 2 (5.20) 12 (0.31) 1.6
PopcornCounter 2 (5.10) 12 (0.30) 1.6

WalkOfFame 3 (5.31) 18 (0.43) 1.8
SantaMonicaSunset 1 (4.91) 8 (0.23) 2.1

in’ crops of areas in the image where there are spatial artefacts
with McCann99 Retinex. Row 4 of Fig. 4 shows the result of our
Center-Surround Retinex, and row 5 depicts the same previous
crop areas created by our Retinex, which have reduced though
not entirely removed artefacts. Importantly, [28] demonstrates
that a Retinex algorithm that makes artefacts can still be used in
an enhancement framework that delivers artefact free outputs.

Regarding, the timings, it is apparent our new center-
surround Retinex is generally about 10 times faster despite run-
ning for more iterations. We note that in each iteration in Mc-
Cann99, there are 8 separate convolutions as opposed to the sin-
gle convolution in our algorithm. Significantly, in McCann99,
there are 8 ratio images (per level) that need to be computed (re-
quiring indexing and storage). In contrast, there is a single (per
scale) ratio image in our new centre-surround Retinex. Also at
play is the fewer numbers of resets required in the new approach.
Likely, both approaches could be further optimised for imple-

mentation but, we estimate - assuming the evidence in Table 1 is
representative - that our new center-surround Retinex will be at
minimum twice as fast.

As a final comment, the Bloch [1] dataset is clearly small
(and not representative of HDR images). However, our initial in-
vestigation of larger HDR sets, e.g. the RIT Photographic survey
[5] shows a similar data trend.

Figure 4: Row 1 is original images, rows 2 and 3 output of Mc-
Cann99 Retinex and detail of artefact, rows 4 and 5 render im-
ages from our Retinex with the same crop areas.

Conclusion
There are two broad classes of Retinex algorithms: those

that are based on path-based-processing and, the more biolog-
ically plausible, center-surround algorithms. In this paper, we
showed that the path-based McCann99 [22] algorithm can be re-
cast as a center-surround algorithm. Thus, this paper unifies two
disparate strands of Retinex theory. Our new center-surround
algorithm is also simpler, faster, and produces similar images
to the prior path-based prior-art. More importantly, our new
center-surround algorithm is strongly related to the Jacobi iter-
ation that recovers image brightnesses from it’s Laplacian. Here
we showed that Retinex doesn’t try and recover the original im-
age but rather attempts to only partially reintegrate the image.
The implications of viewing Retinex as a theory of partial reinte-
gration will be investigated in future studies.
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