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Abstract

This study aims to investigate how a specific type of dis-
tortion in imaging pipelines, such as read noise, affects the per-
formance of an automatic license plate recognition algorithm.
We first evaluated a pretrained three-stage license plate recog-
nition algorithm using undistorted license plate images. Sub-
sequently, we applied 15 different levels of read noise using a
well-known imaging pipeline simulation tool and assessed the
recognition performance on the distorted images. Our analysis
reveals that recognition accuracy decreases as read noise be-
comes more prevalent in the imaging pipeline. However, we ob-
served that, contrary to expectations, a small amount of noise
can increase vehicle detection accuracy, particularly in the case
of the YOLO-based vehicle detection module. The part of the au-
tomatic license plate recognition system that is mostly prone to
errors and is mostly affected by read noise is the optical char-
acter recognition module. The results highlight the importance
of considering imaging pipeline distortions when designing and
deploying automatic license plate recognition systems.

Introduction

For more than four decades, Automatic License Plate
Recognition (ALPR) systems have played a crucial role in var-
ious applications, including toll collection, traffic management,
and law enforcement. The first prototype of an ALPR system
was introduced in 1979 by the UK’s Police Scientific Develop-
ment Branch [1]. Traditional ALPR systems relied on classical
image processing methods, which incorporate different features,
such as global image information, texture, color, character fea-
tures, or combinations of these [2]. However, recent advance-
ments in deep learning have revolutionized ALPR systems, with
many now employing machine learning [1], neural networks [3],
and different deep learning techniques [4, 5].

Typically, ALPR systems consist of three main components:
a license plate detection module, a character segmentation mod-
ule, and a character recognition module [6]. The license plate
detection module identifies the region in an image containing
the license plate, while the character segmentation and recog-
nition modules process and interpret the characters on the plate.
Despite all the advancements, challenges persist, particularly in
scenarios involving adverse weather conditions, variable illumi-
nation, and distortions within the imaging pipeline [Z, 8]. Under-
standing the impact of such distortions on ALPR performance is
essential for developing robust and reliable systems.

Read noise is a type of electronic noise generated during the
process of analog-to-digital signal conversion. When the cam-
era’s sensor reads the electrical charge generated by photons im-
pinging on the sensor’s pixels and converts that charge into digi-
tal data. This type of noise is independent of the signal level and
can be modeled using a Gaussian distribution [9].

To investigate the influence of specific camera distortions,
such as read noise, on ALPR performance, imaging pipeline

simulations serve as invaluable tools. These simulations enable
researchers and engineers to observe the effects of various de-
sign decisions and components on system performance without
the need for costly real-world experimentation. Design consid-
erations for digital imaging systems have been addressed since
as early as 1977 [10]. The Image Systems Evaluation Toolkit
(ISET) [11], introduced by Farrell et al. in 2003, facilitates a
comprehensive simulation of the imaging pipeline, allowing for
a detailed analysis of system behavior. At about the same time,
Kerekes et al. [12] proposed a full-spectrum spectral imaging
system analytical model, which was another end-to-end system
model, but designed for applications in remote sensing. While
limiting his study to the optical part of the pipeline and color
processing, Florin [13] proposed the simulation of a digital cam-
era pipeline.

In this study, we utilize the ISET imaging pipeline simu-
lation to explore how read noise affects the accuracy of a pre-
trained three-stage license plate recognition algorithm. By sys-
tematically introducing varying levels of read noise and evaluat-
ing recognition performance, we aim to provide insights into the
robustness of an ALPR system in the presence of this specific
distortion.

Database and Model

The UFPR-ALPR dataset, adapted for this study, consists
of images captured by different cameras mounted inside a car
in Parand, Brazil [14]. The car tracked 150 different vehi-
cles for 30 frames each, resulting in a total of 4,500 images.
Among tracked vehicles, 30 are motorcycles with double-line li-
cense plates, while the remaining 120 vehicles include cars, vans,
buses, or trucks with single-line license plates. To align with the
capabilities of our selected license plate recognition algorithm
and streamline the baseline dataset, motorcycle images were ex-
cluded and only the first frame of each remaining vehicle was
retained, resulting in a baseline dataset of 120 images (Figure 1).
All images in the dataset are captured during daytime, with no
weather-related distortions such as snow, rain, fog, or similar.

Figure 1. Examples of the images from UFPR-ALPR dataset [14].
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The three-stage license plate detection and recognition al-
gorithm proposed by Silva et al. [15] serves as the foundation for
our study. From the results presented in [13], it can be observed
that the proposed ALPR system performs similarly to other state-
of-the-art systems under normal conditions and performs better
than them under challenging capture conditions, such as distor-
tions that can occur due to oblique camera views. The algorithm
comprises the following stages: vehicle detection module, li-
cense plate detection and rectification module, and optical char-
acter recognition (OCR) module. Due to its very good perfor-
mance in terms of speed and accuracy, the YOLOV2 [16] network
is employed for vehicle detection, without architectural modifi-
cations. The authors proposed a warped planar object detection
network (WPOD-NET) for the license plate detection and recti-
fication module. This network searches for license plates in the
image and regresses one affine transformation (six unknown pa-
rameters) per license plate detection. The predicted affine trans-
formation is used to perform the rectification of the license plate,
resembling the frontal camera view. The optical character recog-
nition module, based on a modified YOLO [17] network, handles
character segmentation and recognition on the rectified license
plate. The pretrained algorithm from [15] is accessed and uti-
lized without any alterations.

Imaging pipeline distortions

In this study, we utilized the ISET toolbox developed by
[11] to simulate the imaging pipeline. The pipeline consists of
four distinct stages: scene, optics, sensor, and image processing.

The scene stage ideally requires a radiometric description of
the illumination in the scene, often represented as a hyperspectral
cube. However, the complexity of the scene representation can
be reduced by using only an RGB image. In this case, a pseudo-
spectral representation of the scene is created using the spectral
primaries of a standard display (e.g. sRGB), and the display’s
white point is assumed to be the display illuminant (e.g. D65).

The optics component of the pipeline converts the scene ra-
diance data into irradiance data, representing the sum of rays that
impinge on a sensor surface (photons/s/nm/m?). Optics compo-
nents essentially gather the rays from each point of the scene and
focus them onto the sensor. The modeled optics components can
diverge in complexity, from the simplest case where an ideal lens
with a circular aperture is used to rather complex lens configura-
tions and lens distortion models. Since the optical configuration
was not within the scope of this study, we used an ideal lens with
a user-specified focal length (7 x 1073 mm) and an F number
(0.1), assuming a camera-to-scene distance of 3 m.

The sensor stage simulates the transformation of the irra-
diance on the sensor surface into an electrical signal. For each
spatial pixel of the imaging sensor, a voltage value will be the
final output of this component. The key configurations included
the use of a Bayer RGB sensor, a voltage swing of 1.15 'V, a pixel
conversion gain of 1.28 % 10~* elec‘t/mns, a pixel fill factor of 45%,
a pixel size of 2um and a pixel dark voltage of 1 * 10’5% Pixel
read noise was systematically varied from 0.2 to 14.2 mV in in-
crements of 1 mV (Figure 2).

The image processing module covers the conversion from
the digitized voltage values generated by the two-dimensional
sensor array to a three-dimensional (RGB) image that can be ren-
dered on a specific display. This is accomplished through four
essential steps: interpolating missing RGB sensor values (de-
mosaicing) and transforming sensor RGB values into an inter-
nal color space for encoding and display (color-balancing, color-
rendering and optionally color conversion) [11]. The adaptive
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Figure 2. Example of the distorted images created from image A. Number
next to D indicates the distortion level. Every other level of the distortion is
shown.

Laplacian demosaicing algorithm was employed to minimize de-
mosaicing artifacts.

In total, 1800 distorted images were generated, representing
15 different levels of read noise, to evaluate the performance of
the ALPR system [15] in contrast to the one obtained for 120
undistorted images. This experimental design aimed to explore
the impact of read noise on ALPR performance and assess the
network’s sensitivity to sensor-type distortions in the imaging
pipeline.

It is notable that creating a pseudo-spectral representation
from RGB images is not an ideal solution. However, to the best
of our knowledge, no existing license plate recognition dataset
containing spectral scene representation is available. Addition-
ally, one may observe that the read noise is added on top of al-
ready existing noise in images. This is certainly another limita-
tion of using existing datasets, as it is not possible to characterize
the pre-existing noise in images.

Results

In this section, we analyze the performance of the ALPR
system [13] on undistorted and distorted images, assessing the
success of vehicle detection, license plate detection and OCR
components, as well as the success of the entire system. The
recognition success of the system is defined as the correct recog-
nition of all characters on the license plate. The same criteria are
used for the OCR module of the system, while in case of the ve-
hicle detection and license plate detection modules, the success
of the modules is defined as correctly setting the bounding box
around the vehicle and the license plate, respectively.

Upon evaluation of the ALPR system [15] on undistorted
images, an initial accuracy rate of 44.17% was observed. In-
vestigation into the causes of such low accuracy rate revealed
frequent confusion between certain letters and numbers, such as
I’ and ’1’, ’O’ and °0’, and ’S’ and ’5’. Inspired by the work



Table 1: Results of each component of the ALPR system [15]
before and after introducing the HC rules on the undistorted
images.

Fails Acc. Fails Acc.
/120 (%) HC /120 HC (%)
YOLO VD 9 92.50 9 92.50
WPOD-NET 10 90.83 10 90.83
OCR module 48 60.00 16 86.67
System 67 44.17 35 70.83

of Montazzolli and Jung [18], we use heuristic correction rules
based on the standard pattern of Brazilian license plates. Namely,
Brazilian license plates consist of three letters followed by four
digits. Each output label is then divided into two parts, and the
following Heuristic Correction (HC) rules were applied:

¢ First three positions: 0 -+ 0,4 - A, 8 - B,2 - Z,5 —
S, 1—=1;
* From fourth position to theend: I =+ 1,Q — 0, G — 6.

After applying these rules, the performance of the system signifi-
cantly improved to 70.83%. The performance of each component
of the ALPR system [15] was assessed individually, including
the YOLOv2-based vehicle detection network (YOLO VD), the
license plate detection and rectification network (WPOD-NET),
and the optical character recognition module (OCR module). Re-
sults (Table 1) show an increase in the accuracy of the ALPR sys-
tem [15] after using the HC rules. The vehicle detection and li-
cense plate recognition modules exhibited very high performance
on the undistorted images, with accuracy rates exceeding 90%.
However, the optical character recognition module, while show-
ing a significant improvement after the introduction of heuristic
correction rules, remained the most error-prone component, with
a baseline accuracy of 86.67%. Notably, failures in the vehicle
detection and license plate detection modules were primarily ob-
served for non-standard vehicles such as buses, trucks, and vans.

The analysis was further extended to distorted images, with
a focus on the effect of read noise distortion on recognition accu-
racy. It is important to note that all further analyses will incorpo-
rate the HC rules, since it was shown that applying this approach
significantly increases the performance of the system. Results
(Table 2) show a change in the accuracy rate of each component
of the ALPR system [15] when applied to the distorted images
compared to when the undistorted images were used. The vehicle
detection network slightly improved its accuracy when read noise
distortion was applied, while the license plate recognition net-
work and the OCR module exhibited a decrease in performance.
Overall system accuracy decreased from 70.83% to 59.06% if all
levels of distortion are observed jointly.

In our experiments, the undistorted images correspond to
distortion level zero, and the accuracy on level zero corresponds
to the accuracy of the system when the undistorted images were
used. The remaining 15 distortion levels correspond to read noise
introduced at the sensor level in the imaging pipeline simula-
tions, ranging from 0.2 to 14.2 mv with 1 mV increment. The
results show a decrease in the accuracy of the ALPR system [15]
as the applied read noise level increases (Figure 3). Compared
to the baseline accuracy of 70.83%, the accuracy of the system
decreased to 55% at the distortion level 15 which corresponds
to the read noise of 14.2 mV, although the decrease is not per-
fectly monotonic. Most often, the initial correct recognition of

Table 2: Results of each component of the ALPR system [15]
on distorted images, indicating changes in accuracy rates
compared to the baseline configuration (Table 1).

Fails Acc. Change

/1800 (%) (%)

YOLO VD 121 93.28 0.78
WPOD-NET 243 86.50 -4.33
OCR module 373 79.28 -7.39
System 737 59.06 -11.77

the license plate failed when the very first level of read noise
(0.2 mV) was added (Figure 4). For higher levels of read noise
applied, recognition failed for significantly fewer samples. This
finding highlights the sensitivity of the system to low levels of
read noise.
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Figure 3. Accuracy of the ALPR system [15] for each distortion level. Level
zero represents the accuracy obtained for undistorted images.
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Figure 4. The graph shows the distortion level in which the recognition
failed for the first time. Percentages are computed based on the total num-
ber of images for which recognition failed at some of the distortion levels.

Further analysis explored the persistence of recognition fail-
ures at different distortion levels (Figure 5). Ideally, the system
should change it’s prediction (for example recognition fails) at a
certain level of distortion, and retain the same behavior for next
levels of the distortion. In 28% percent of the cases where the
system changed its initial prediction, this change occurred only
once, i.e. the system continued to behave in the same way with
adding further distortions. However, the system changed its pre-
diction two, three, or even five times for a significant percentage
of the cases (> 10%), which means that if the system failed to
recognize a license plate after adding a certain distortion level, it
will not necessarily fail for the next distortion levels added.
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Figure 5. Frequency of the systems recognition change.

Figure 6. Examples of vehicles for which license plate recognition failed
after the lowest level of read noise was added.

Discussion

Reflecting on the results presented, it becomes evident that
the introduction of read noise has a notable impact on the recog-
nition accuracy in the ALPR system [15]. Particularly notewor-
thy is the observation that even a low level of read noise, as
minimal as 0.2 mV, leads to the first recognition failure in most
cases. Upon closer examination of examples such as those de-
picted in Figure 6, it is apparent that recognition failures often
occur when license plates are partially or completely obscured by
shadows. This phenomenon warrants further investigation, per-
haps through the exploration of differences in contrast between
successful recognition cases and those affected by shadowing.
Such insights could inform the development of more robust al-
gorithms capable of handling challenging lighting conditions or
adding the contrast enhancement step before the OCR module.

In contrast, intriguing observations emerge from cases
where the introduction of read noise results in successful recog-
nition, as evidenced by the examples in Figure 7. Notably,
the YOLOv2-based vehicle detection module appears to benefit
from small amounts of read noise, effectively detecting vehicles
that were previously undetected. Although the existing literature
mentions the potential benefits of noise or blur in enhancing ob-
ject detection networks [19, 20], this phenomenon’s application
to license plate detection and recognition systems remains unex-
plored. Further investigation of the underlying mechanisms driv-
ing this phenomenon could offer valuable insights for optimizing
the performance of the ALPR system.

Despite the improvements achieved through the HC rules,
it is evident that the OCR module remains the least accurate and
robust component of the ALPR system. While the HC rules sig-
nificantly enhance performance, they are not universal solutions
and will not generalize well to license plates from different re-
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Figure 7. Examples of vehicles for which recognition became successful
after introducing read noise.

gions. However, it is important to note that there are inherent
visual similarities between characters *1° and ’I’, as well as 0’
and *O’ on license plate images in the dataset.

In designing the experiment, our aim was to replicate real-
world conditions by simulating read noise levels. Although we
were unable to find reliable sources for typical read noise levels
in the literature, online sources suggest upper limits of 3-5 mV.
The upper limits in our experiment significantly exceeded these
limits, but the simulation results (Figure 4) indicate that relatively
low levels of read noise (0.2 to 4.2 mV) significantly affect the
recognition accuracy.

Conclusion

In this study, we investigated the impact of read noise on
the performance of an ALPR system [15]. Through compre-
hensive analysis and experimentation, we uncovered valuable in-
sights into the behavior of ALPR systems under varying levels
of distortion. Our findings highlight several key observations.
The introduction of read noise distortion has a discernible effect
on recognition accuracy, with even minimal levels of noise lead-
ing to a notable decrease in performance. This underscores the
importance of considering imaging pipeline distortions when de-
signing and deploying ALPR systems. Furthermore, our study
revealed intriguing phenomena, such as noise-induced recogni-
tion, where small amounts of read noise can unexpectedly im-
prove the performance of certain components within the ALPR
system, such as the vehicle detection module. Further explo-
ration of these phenomena could yield novel approaches to im-
proving the robustness and efficiency of ALPR systems. We
identified the OCR module as a critical component with signifi-
cant room for improvement. Although using heuristic correction
rules provided performance enhancements, they will not general-
ize well to diverse license plate formats, highlighting the need for
more sophisticated recognition algorithms capable of handling
various character variations. Overall, our study provides valuable
insights into the effects of read noise distortion and highlights ar-
eas for further research and development. For example, enhanc-
ing contrast levels in the license plate area could benefit ALPR,
as well as investigating the causes of the increased YOLOv2-
based vehicle detection module when a small level of read noise
is added. By addressing the challenges identified in the study and
leveraging emerging technologies, we can work towards building
more robust and reliable ALPR systems capable of meeting the
demands of diverse real-world applications.
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