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Abstract
We put forward the use of transparent 3D displays for aug-

mented reality. For a glasses-free experience with autostere-
oscopy and a large viewing area, we study the use of a recent
transparent display with multiple discrete and horizontally adja-
cent viewing zones. Although promising, this display cannot di-
rectly be used for augmented reality due to inconsistencies within
and between the discrete viewing zones. In this work, we propose
to overcome this limitation by tracking the user’s eyes for en-
suring continuous transitions, thus making the display feasible
for augmented reality. In particular, we compensate the intensity
variations, we ensure a consistent horizontal parallax within and
between the adjacent viewing zones, and we add vertical paral-
lax. In this way, the display becomes a transparent augmented
window that can be used for various augmented reality applica-
tions. We present results on a display with 5 viewing zones for
three different use cases, evaluate the appropriateness, discuss
the limitations, and show future directions.

Introduction
Augmented reality merges virtual worlds into our real-

world environment. Among the different approaches, the most
widely known ones are the augmentation of live-acquired video
streams on hand-held displays such as tablets, or the use of
head-attached displays based on transparent optical combiners
to merge the real and virtual worlds. Both approaches require
the user to wear or hold special devices, and in the case of hand-
held displays, the user does not really see the real world, but its
video stream on a 2D opaque screen. Another approach is spatial
augmented reality [4], also known as projection mapping, where
a projector directly projects images on the surface to augment.
However, no augmentation can be done ”in the air”, since a re-
ceiving surface has to be present. Transparent 3D displays [6], as
part of spatial optical see-through displays [4], are a path to ex-
plore in order to provide an augmentation of real objects beyond
the projection on their surface, and without requiring that users
carry dedicated equipment.

The goal is to reproduce as many depth cues as possible,
and especially binocular vision and full parallax, while still be-
ing able to produce the virtual, environment-dependent content
in real-time. There are two major interrelated challenges for this
augmented reality approach [5]. First, it requires a display that
enables 3D automultiscopy and transparency at the same time,
and second, producing multi-view images has to be feasible in
real-time. Indeed, multi-view displays, such as for example ten-
sor displays [24], microlens arrays [1], a high number of pro-
jectors [16], or a rotating screen [7], require the rendering of a
full light-field, and thus image generation for a massive number
of different viewpoints. This involves a high computational cost
and can thus hardly be done in real-time with satisfying spatial
and angular resolutions on commodity hardware.

In this work, we assume that high framerates and high reso-
lution images for each viewpoint still need to reduce the number

of viewpoints. This is the case of a recent transparent display
that is based on multiple projectors for creating discrete and hor-
izontally adjacent viewing zones [6]. Although promising for
augmented reality, as is, such a display lacks consistency in in-
tensity, presents no vertical parallax, and horizontally, there are
visible transitions between the viewing zones. With wearable
displays, these issues can be solved using tracking devices. In our
case, we want natural augmentation without wearables. Starting
from a transparent display with multiple views, such as [6], we
add less efficient but remote eye tracking systems to perform the
required adjustments. In particular, we compensate the intensity
variations, we ensure a consistent horizontal parallax within and
between the adjacent viewing zones, and we add vertical paral-
lax. This is possible by adjusting the viewing zones to be very
slightly overlapping, and by adjusting the images for ensuring
continuous transitions according to the user’s eye positions. Al-
together, this leads to a transparent, glasses-free display provid-
ing a large viewing area (eyebox) with continuous and consistent
parallax, while limiting the number of projectors. This approach
requires only a few images to be rendered, and it is thus suitable
for interactive applications. Consequently, the contributions of
this work are as follows:

• we propose hardware and software solutions for real-time
adjustments of image intensity,

• we demonstrate that simple eye-tracking can be used to en-
sure continuous transitions for intensity and views,

• we thus show that the combination of eye-tracking and a
recent 3D transparent display provides the user with an im-
proved experience of glasses-free augmented reality, and

• we illustrate these features on some new potential applica-
tions for such a display.

With the characteristics of transparency, 3D multiscopy, interac-
tivity, and thanks to the eye tracking, the display becomes a 3D
augmented window on the real world.

Related work
3D displays try to reproduce as many depth cues as possi-

ble, and in particular binocular disparity and the resulting con-
vergence, motion parallax, and accommodation. Among the dif-
ferent types of 3D displays, the most available ones today are
autostereoscopic displays based on parallax barriers [23]. On
the other hand, holographic displays aim at reproducing the full
depth of a virtual scene with an interference-based approach, but
they involve cost-intensive computations [13]. Another promis-
ing 3D display approach are light-field displays, either based on
dense projector arrangements [3], multiple layers [24], or a 2D
array of lenses [1]. In the latter integral imaging approach, the
number of views that are displayed simultaneously can be mas-
sive, and if multiple rays from the same point enter the eye, then
the eye is forced to accommodate to see it sharp, solving the
vergence-accommodation conflict (VAC) [10, 21]. However, the
involved computation is very high, and these displays are based
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Figure 1. (a-b) Overview of our setup: the transparent autostereoscopic display, where 5 projectors labelled -2..2 are coupled into a wedge-shaped light

guide and a HOE scatters the light towards independent respective viewing zones -2...2, and the eye tracker. (c) Top: the two images with a slightly different

perspective for the left and right eye, creating a stereoscopic effect. Bottom: the eyes are positioned in viewing zones -1 and 1, among the 5 different viewing

zones that compose the entire designated viewing area.

on conventional optics that make them difficult to adapt for a
transparent autostereoscopic display.

Nevertheless, adaptations for transparency have been pro-
posed for lenticular-based [22] and parallax barrier autostereo-
scopic displays [11]. However, diffraction effects and low trans-
mittance can be observed. Concerning projection-based ap-
proaches, the ASTOR display [19] uses two projectors and a re-
flective holographic combiner to create two viewing zones. Hong
et al. [12] proposed a multi-projection system with a reflective
transparent anisotropic diffuser. The autostereoscopic transpar-
ent display [6] is also based on multi-projection and avoids free-
space projection by guiding light from the projectors in a wedge
guide. A transmissive holographic optical element (HOE) redi-
rects light from the projectors into the viewing directions, and
lets ambient light pass through, thus making the display transpar-
ent. While offering a larger viewing zone over previous systems
for a 3D experience, all these displays suffer from limitations in
terms of the vergence-accommodation conflict, and in terms of
remaining optical aberrations.

Eye tracking has been used to improve displays for 3D per-
ception. In [20], a regular 2D display is used in combination
with head tracking for rendering the correct images according to
the measured viewpoint, thus fulfilling the motion parallax depth
cue. However, it does not provide any binocular cues. In [9],
a similar idea is used for introducing parallax into video see-
through augmented reality. For near-eye displays, eye tracking
can be used for foveated rendering [8]. It has also been used to
improve parallax-barrier displays: updating the barrier according
to the user’s position, and updating the images, results in a higher
freedom of movement [25]. For an autostereoscopic multi-view
display, eye tracking has been used to fuse overlapping viewing
zones and to minimize crosstalk [15]. For a compressive light
field display, eye tracking has been used to extend the field-of-
view [17], and for autostereoscopic projector array setups with
dense horizontal parallax, it can add vertical parallax [14].

Setup proposal
As a setup for our augmented reality approach, we pro-

pose to modify an autostereoscopic multi-view transparent dis-
play (e.g., [6]), combine it with a simple eye tracking system,

and adjust the rendered images accordingly (Figure 1).
In [6], the user perceives autostereoscopy when both eyes

are in a well-defined area. This designated area in front of the
display has multiple, horizontally adjacent viewing zones that
are designed so that both eyes of the user are always in differ-
ent viewing zones. In each viewing zone, an image can be seen,
together with the real world behind the display. The viewing
zones are addressed by computer generated images of the same
3D scene, rendered from different viewpoints to create the stereo-
scopic effect. This is illustrated in Figure 1(c), where the images
for both the left and right eyes are shown, together with their po-
sitions in the designated viewing area. Since the real world can
be perceived through the transparent display, interactive 3D aug-
mented reality applications may become possible. Despite the
fact that such a display is already an improved experience for
natural augmented reality, there are remaining drawbacks. First,
as for most multi-view displays, the optical paths for the differ-
ent views may vary, resulting in different more or less important
intensity differences. This is especially the case when an HOE is
used. Second, like in many autostereoscopic displays, it does not
solve the vergence-accommodation conflict. Finally, there are
some inconsistencies when the user’s eyes are not in the exact
centres of the viewing zones for which the images are calculated.
Consequently, when the user moves his/her head, the virtual in-
formation may still be misaligned with the real world to augment,
and transitions are perceived when the user’s eyes move to dif-
ferent viewing zones.

In this work, we reduce some limitations by adjusting both
the display design and the rendered images. For the display, we
introduce slightly overlapping viewing zones, especially for the
intensity compensation. We also use simple remote eye track-
ing to adapt the projected images accordingly in order to explore
ways of extending the display’s capabilities. As detailed in [6],
the initial display has an effective size of 13cm height and 10cm
width. The optimal viewing distance is 50cm, and it creates 5
viewing zones that are parallel for a horizontal-only parallax.
Each viewing zone is 10cm high and 3cm wide, which corre-
sponds to about half the interpupillary distance. In contrast to
[6] where the viewing zones are perfectly adjacent, we adjust the
viewing zones to be very slightly overlapping in order to produce
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(a) one viewing zone created by one green light beam

(b) 5 zones without overlapping (c) 5 zones with overlapping

Figure 2. Observed intensity variation on a diffuse screen placed at the

viewing zones. (a) The entire setting for one green laser source, where the

HOE reconstructs one viewing zone. (b) The reconstruction of the 5 viewing

zones at the screen for the 5 projectors, with no overlapping as in [6].

(c) The reconstruction of the 5 viewing zones with 6mm overlapping.

a higher resulting intensity at the edges of the viewing zones.
This increase is very important for relative adjustments of inten-
sity in software, since the intensity of the images can only be
decreased. Our experiments have shown that an overlapping of
6mm at the viewing distance provides the best trade-off between
the intensity and the slight reduction of the width of the viewing
zones, as shown in Figure 2.

As an eye tracker, we use the Tobii 4C working at a 90 Hz
data frequency. It is located under the display (see Figure 1) and
adjusted so that it can precisely track both user’s eyes everywhere
in the viewing zones. We use a prior calibration procedure where
the user has to position one eye at different key positions of the
viewing zones, and in particular, the centre of the overlapping
zones, and the exterior limits. For generating the images from the
3D virtual scene, we position the virtual cameras according to the
tracked eye positions and the calibration. Our implementation is
based on OpenGL, and the image adjustments for the light guide
are done directly in a rendering pass on the GPU.

Consistent intensity
We adjust the intensity of the display to make it consistent

in the designated viewing area. Indeed, as pointed out in [6],
the intensity of the display is neither uniform over all viewing
zones, nor uniform within each viewing zone. This is related to
the Bragg efficiency of the involved HOE in the display. The in-
tensity in the viewing zones can be measured by putting a diffuse
screen at the location of the viewing zones, hence 50cm in front
of the display, and by observing the reconstructed viewing zones.
In Figure 2(a), we show the path of a green light beam from
the entrance of the wedge-shaped light guide to the one result-
ing viewing zone created by the HOE. This illustrates the total
internal reflection in the light guide, and it shows that a point on
the HOE spreads its energy toward the full viewing zone. Espe-
cially in the close-up, we can observe the non-uniformity within
this one viewing zone. In a multi-projector setup, the efficiency
is best for the central projector position, and then it decreases
for the outer projectors, as illustrated in Figure 2(b) for rendered
green projector images.

(a) without compensation (b) with compensation

Figure 3. Intensity compensation. At the edge of a viewing zone, the

intensity compensation results in a brighter image.

When using the display, we observed that most of the time,
the intensity variation becomes only noticeable at the very edge
of each viewing zone. In order to compensate this intensity vari-
ation, we use eye tracking and adjust the luminosity of all pixels
in the rendered images according to the position of both user’s
eyes in the viewing zones. As we defined the viewing zones to
slightly overlap, we can produce a higher intensity at the edges
of the viewing zones as the two images are accumulated, at the
cost of a smaller horizontal range, as illustrated in Figure 3.

Note that the HOE in the display is colour-multiplexed, and
as the HOE efficiency varies depending on the colour channels,
the intensity can be adjusted colour-channel wise.

Consistency for multiple views
In this section, we present how we adjust the display to dif-

ferent interpupillary distances; and how we add full parallax.

True interpupillary distance
In a transparent autostereoscopic display such as [6], for a

user to perceive the stereo effect, the width of each viewing zone
is related to the user’s interpupillary distance (IPD), and the head
cannot be tilted as this decreases the horizontal component of
the distance. Otherwise, when a user moves, both eyes may not
enter in adjacent viewing zones simultaneously (see Figure 4),
and hence the received images are inconsistent. This is quite
constraining, especially because the size of the viewing zones
has to be determined in advance and baked in the hardware. As
the IPD slightly varies depending on the user, as is, the display
is user dependent. In our new solution, by tracking both eyes of
the user, we know their locations and thus the concerned viewing
zones of the user. Consequently, we can generate the images
in the viewing zones according to the tracked eyes and thus the
user’s true IPD. This also makes it possible that the user can tilt
her head, as long as both eyes remain in different viewing zones.

Figure 4. (left) IPD matches for the display, (middle) a user with a larger

IPD, (right) tilting the head results in a smaller horizontal component of IPD.
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Full parallax
The images for each viewing zone are generated as render-

ings of a 3D scene from different virtual camera locations, and
then adjusted to compensate the distortions introduced by the op-
tical system. In [6], each virtual camera is at the centre of each
viewing zone. In this way, it is capable of displaying a discrete
parallax over the viewing zones. However, in each viewing zone,
the same image is displayed regardless of the exact positions of
the user’s eyes within the viewing zone, resulting in a noticeable
transition from one viewing zone into another. Moreover, in [6],
there is no vertical parallax.

Eye tracking allows us to modify the images displayed by
changing the position of the virtual cameras according to the ex-
act position of the user’s eyes within the viewing zones. Con-
sequently, we obtain a smooth, continuous horizontal parallax
without the noticeable transitions between the viewing zones.
Moreover, we take into account vertical parallax, as has been
done before for opaque displays [14]. The full parallax is partic-
ularly important for augmented reality, where the received ren-
dered images and the real world have to be precisely aligned for
all viewpoints in the well-defined designated viewing area.

Obviously, the images of the scene have to be rendered in
real-time according to the positions of the user’s eyes, and as
always in such eye tracking approaches, the lower the latency,
the better the experience. This latency depends on the frequency
of the eye tracking system, and on the time to render the images.

Use cases for augmented reality
In this section, we present some use cases of the display for

augmented reality, each one putting forward a different charac-
teristic of our approach. The first, classical use case consists in
a 3D augmentation of a real scene where real objects are aug-
mented by their virtual counterparts (Figure 1(c)). As the images
are calculated according to the exact positions of the user’s eyes,
the real world and the virtual objects are correctly aligned for all
viewpoints in the viewing area, thus providing consistency and
autostereoscopy. Note that, like in any augmented reality appli-
cation, occlusions have to be taken into account explicitly. If the
geometry of the real scene is known, the occlusion of virtual ob-
jects by real objects is obtained by simply not rendering the oc-
cluded parts. On the other hand, managing the occlusion of real
objects by virtual objects strongly depends on the relative bright-
ness of the real scene with respect to the display. For example, in
controlled lighting conditions, a projector can be used to illumi-
nate only the parts of the scene that are not occluded [18][2].

We devised two other use cases that put forward our ap-
proach, and they concern the virtual pointing to different, real-
world locations behind the transparent display. Indeed, it is very
difficult for one person standing in front of a window to make
another person understand a farther location that he/she is point-
ing at on the window, due to the different perspectives. At the
moment, our employed display is too small for such a multi-user
experience, but on a smaller scale, similar difficulties appear due
to the different perspectives of each user’s eye, and, of course,
when the user moves within the designated viewing area. When
the geometry of the real scene is known, the transparent multi-
view display makes it possible to point at the same location visi-
ble from different perspectives at the same time.

In the first pointing use case, we use 3D arrows to point
on real objects (Figure 5(a)). In the example, we point at three
dice located at different distances from the user. With the consis-
tent intensity and especially the full parallax, the autostereoscopy
of our approach is highlighted. On the downside, the vergence-
accommodation conflict of the employed transparent display be-

(a) (b)

Figure 5. (a) Pointing at real objects with virtual arrows at the correct

distance. (b) Encircling a real object in the plane of the display.

comes apparent as the virtual positions of the 3D arrows are be-
hind the display, but they are shown on the display.

In the second pointing use case, we virtually encircle the
real objects in the plane of the transparent display and thus at a
single depth (Figure 5(b)). In this way, the distance to the virtual
object (the circle), and the distance to the display, correspond.
The user focuses mostly on the real object, and the circle guides
the viewing direction, just like when using your finger for point-
ing at a distant location.

Conclusions
In this paper, we have shown how a transparent multi-view

display, in combination with eye tracking, can be used to derive
augmented reality applications. We presented a concrete imple-
mentation, by slightly modifying an existing display [6] and by
adding a commercial eye tracker. By adjusting the rendered im-
ages, we obtain a glasses-free autostereoscopic display with a
large field of view while limiting the number of projectors, yet
still providing a continuous and consistent parallax.

Only a few larger viewing zones are required, and they are
still sufficiently dense so that a user receives a different image
in each eye. Hence, only few images have to be rendered, thus
making our approach feasible for interactive applications. We
have shown concrete use cases, one for a 3D augmentation of a
real scene, and two for using the transparent display for virtually
pointing to different, real-world locations.

We would like to point out that neither the employed multi-
view display alone, without modifications and eye-tracking, nor
the eye-tracking alone with a classical transparent display, could
provide such an experience. The novelty is that we only require
a smaller number of larger viewing zones for a larger eyebox,
while still being autostereoscopic and transparent. Another ad-
vantage of our approach is that it scales well for more projectors
for obtaining an even larger eyebox. Note also that the compen-
sation of the intensity provides a solution for other applications
and displays, since this is a problem that is inherent to HOEs.

Our approach inherits many characteristics of the employed
transparent autosteroscopic display (e.g., the number of projec-
tors and their resolutions, the effective display size correspond-
ing to the HOE size, the size of the viewing zones, and the
vergence-accommodation conflict) and of the eye tracking sys-
tems (e.g., frequency and accuracy). In the future, we want to
run some experiments on a higher-end eye tracker. Indeed, in
fast head movements, the latency of the tracker becomes appar-
ent. Adjusting the tracking accuracy and frequency together with
the number of viewpoints would also help in studying the best
tradeoff between these criteria. On a longer term, we would like
to test our approach on a larger scale display, especially for de-
riving scenarios for multiple users.
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