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Abstract
In this paper, we propose a novel and standardized ap-

proach to the problem of camera-quality assessment on portrait

scenes. Our goal is to evaluate the capacity of smartphone front

cameras to preserve texture details on faces. We introduce a new

portrait setup and an automated texture measurement. The setup

includes two custom-built lifelike mannequin heads, shot in a

controlled lab environment. The automated texture measurement

includes a Region-of-interest (ROI) detection and a deep neural

network. To this aim, we create a realistic mannequins database,

which contains images from different cameras, shot in several

lighting conditions. The ground-truth is based on a novel pair-

wise comparison technology where the scores are generated in

terms of Just-Noticeable-differences (JND). In terms of method-

ology, we propose a Multi-Scale CNN architecture with random

crop augmentation, to overcome overfitting and to get a low-level

feature extraction. We validate our approach by comparing its

performance with several baselines inspired by the Image Qual-

ity Assessment (IQA) literature.

Introduction
With the rapid rise of camera technology and social me-

dia photography, short videos and selfie photos gained a huge

interest between users, especially young adults and teenagers.

Most of these shots are captured with the front/selfie camera of

a smartphone, requiring manufacturers to enhance the quality of

their cameras and pushing forward the competition on the social

media market. For that, brands compete to deliver the best ren-

dering of portraits, which constitute the main subject of a selfie

camera.

The quality of an image can be evaluated on several at-

tributes: target exposure, dynamic range, color (saturation and

white balance), texture, noise and different artifacts [1]. For por-

trait images, the main focus is to evaluate the render quality of

the face. On this matter, characteristics like skin tone, bokeh,

texture details and skin smoothness are mostly of interest. These

attributes should be measured in a way that reflects the human

perception. In this study, we aim at evaluating camera capabili-

ties to preserve fine texture details on the face. This study falls

within a more general topic that we refer to as portrait quality

assessment.

When evaluating a camera device, the analysis usually fo-

cuses on its capabilities in low-light, zoom or shallow depth-of-

field simulation. One standard way to evaluate the quality dif-

ference between camera devices is to compare their output in a

controlled environment and on the same visual content, namely a

chart. Using a chart to evaluate the camera quality has both ben-

efits and drawbacks over uncontrolled scenes. On the one hand,

it ensures a repeatable measurement and ease of interpretation

of the comparison. Since it provides a consistent visual content,

environment variance and bias can be eliminated, thus associat-

ing the score inconsistency to the camera’s capability alone. On

the other hand, one can argue that charts are not very good in

reflecting the human perception. In fact, lab experiments do not

reflect real-world conditions and the visual content of the chart

may differ from the content that the final user is interested in.

Cameras have been traditionally evaluated with techniques

based on an explicit estimation of the Modulation Transfer Func-

tion (MTF) corresponding to the optical system. These ap-

proaches can be employed only in the case of synthetically gen-

erated visual charts. MTF-based methods suffer from important

drawbacks. These methods were originally designed for optical

systems that can be modeled as linear. Consequently, non-linear

processing such as multi-image fusion or deep learning-based

image enhancement, may lead to inaccurate quality evaluation

[2]. Moreover, these methods assume that the norm of the device

transfer function is a reliable measure of texture quality. How-

ever some recent works have shown that the magnitude of image

transformations do not always coincide with the perceived im-

pact of the transformations [3]. Therefore, we claim that compar-

ing camera devices on a synthetic visual content is not sufficient

to capture the complex behaviour of modern imaging systems.

We favour an explicit contribution of human judgment in

the texture quality measurement process. On this matter, deep

learning approaches have been proposed recently [4]. In this pa-

per, the authors introduced a convolutional neural network that

was trained on a custom database, composed of an arranged col-

lection of objects with different textures and annotated by image

quality experts. That said, the focus of this database is to simu-

late a natural scene environment and not portraits. Also, since it

only contains charts, it has strict framing conditions, which does

not respond to the natural framing of selfies and human portraits.

Responding to the limitations of the previous techniques,

we follow a new and standardized approach for assessing portrait

quality preservation. Our contributions are threefold. First, we

introduce a novel laboratory setup based on custom-built lifelike

mannequins to evaluate the portrait quality preservation of cam-

eras. Using this setup, we establish a portrait database of man-

nequin images, shot in a controlled lab environment with non-

strict framing and annotated by image quality experts. That said,

the data we use in the experiments are not available along with

this paper. Second, we adopt a deep learning approach based on a

multi-scale convolutional neural network (MSCNN) to measure

the portrait quality. The scores should reflect the subjective qual-

ity judgment; thus, we employ a recent approach of generating

subjective image quality scores based on pairwise comparisons

to build our ground-truth. Finally, we conduct an extensive study

that shows that our mannequin setup combined with the learning-

based method can standardize portrait quality assessment of cam-

eras on specific attributes, like details preservation, and performs

better than existing methods for general purpose texture quality

evaluation.

Related work

In this section, we review the existing work on texture

quality assessment and separate it into two categories: MTF-

based and learning-based methods. We also review existing IQA

datasets. We also review approaches that have previously used

portraits as a subject for image quality assessment.
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MTF-based methods

MTF-based methods suppose that the camera can be mod-

eled as a linear system that produces an image y as a convolution

of the point spread function h and the incoming radiant flux x.

In the frequency domain, Y ( f ) = H( f )X( f )+N( f ), where we

also consider additive noise N. The modulation transfer function,

MT F( f ) = |H( f )| is commonly used to characterize an optical

acquisition device.

These MTF-based methods assume that the noise-free con-

tent, referred to as x, is available in order to estimate the transfer

function of the system. This implies that they work the best with

synthetic visual charts and cannot be employed for real-world

images. Early methods use charts containing a blur spot or a

slanted edge for this computation. In [5], Loebich et al. propose

a method using the Siemens-Star. Cao et al. propose to use the

Dead-Leaves model [6], and introduce an associated method in

[7], which is shown to be more appropriate to evaluate fine de-

tail preservation since the texture is more challenging for camera

devices. In the rest of this paper, we refer to this chart as the

Dead-Leaves chart (DL). In this chart, the reference image con-

sists of occluding disks generated with a random center location,

radius and grey-scale value.

Importantly, digital camera systems present high-frequency

noise, which affects the MTF estimation by dominating signal

in the higher frequencies. Consequently, estimating the noise

power spectral density (PSD) is key to obtain an accurate acu-

tance evaluation, and this task is not easily performed on the tex-

tured region. One approach is to estimate the noise PSD on a

uniform patch with a known reference color, which then can be

used to estimate the MTF. In modern digital cameras, this ap-

proach is affected by denoising algorithms, which not only in-

terfere with the noise PSD, but also perform differently between

textured and uniform regions. To bypass this limitation, other

approaches [8, 9] propose to compute the MTF using the cross-

power spectral density between the reference and target image.

As a conclusion, MTF-based methods might give a good es-

timation of texture quality. However, it has been shown that MTF

does not always reflect the human perception of qualilty. This

observation pushes for more modern solutions, mainly learning-

based methods that aim at estimating texture quality as perceived

by human subjects.

Learning-based methods

In opposition to the MTF-based approach, learning-based

methods usually require annotated datasets and can be separated

into classical and deep learning approaches. The first automated

approaches [10, 11] were based on a combination of hand-crafted

features and a regression technique such as support vector re-

gression (SVR). However, these methods were surpassed later by

convolutional neural networks (CNN) [12] that proved their su-

periority in image processing and computer vision applications.

Consequently, we focus on deep learning solutions and divide

them into two categories, based on their main usage: image qual-

ity oriented and camera quality oriented.

Image quality oriented methods

Early datasets (LIVE [13], CSIQ [14], and TIDs [15, 16])

consist of noise-free images processed with several artificial dis-

tortions and annotated based on subjective preference. These

distortions aim to describe compression or transmission scenar-

ios and most of them are not relevant to the problem of camera

evaluation. Besides, they fail to capture the complexity of mod-

ern camera systems with non-linear processing pipelines. Other

datasets such as KonIQ10k [17] and LIVE In the Wild [18] con-

sist of media-gathered images with unknown distortions. The

latter claims that the images were captured using a representative

variety of modern mobile devices. For both datasets, annotations

were collected using subjective preference crowdsourcing, which

we refer to as subjective image quality assessment.

These datasets are large enough to conduct a deep learning

solution for image quality evaluation [19, 20, 21]. However, be-

cause of their wild nature, uncontrolled environment and their

focus on evaluating any input image, they do not form a strong

background to evaluate the quality of camera devices, which we

are most interested in.

Camera quality oriented methods

Since evaluating camera quality focuses on fixed visual con-

tent comparisons, there is a need to define a different training set-

ting, relying on specific datasets. Tworski et al. [4] introduced,

to the best of our knowledge, the first of its kind deep learning

camera quality evaluation solution. They adopt a regression for-

mulation and train a network to estimate the camera capacity to

preserve texture, by comparing images of a common perceptual

chart taken with different devices. They introduce a mechanism

to identify the chart regions that are the most suited to evaluate

quality. Nevertheless, this solution assumes an effective regis-

tration of the chart, thus posing a risk of distorting the visual

content. Besides, they try to estimate texture preservation qual-

ity on a simulated natural scene, which does not respond to our

problem of evaluating texture quality on portraits.

Portrait quality assessment methods
Despite the lack of methods that solely focus on evaluat-

ing portrait quality preservation of cameras, there exist many at-

tempts to evaluate face quality to help face detection, or even

utilize portraits as a subject of image quality assessment. For in-

stance, in [22], the authors propose a method to define a standard

portrait image, which can be later used to evaluate colour ren-

dering and other attributes between cross-media. In this work,

we can see a first attempt to use a standard portrait as a subject

for image quality assessment. Many other approaches to eval-

uate the face quality as a support for face recognition exist in

the literature. In [23], Patrick Grother et al. from the National

Institute of Standards and Technology (NIST), intend to support

accurate face recognition by establishing specifications for face

image quality assessment algorithms as well as evaluate the per-

formance of these algorithms. Other papers [24, 25] propose dif-

ferent methods to evaluate the face quality in the context of face

recognition.

Although these solutions deal directly with the problem of

face quality, they try to solve a distinct problem, which is not re-

lated to camera evaluation. That said, they can still be used in the

future as a support for portrait quality preservation measurement,

if we need to extend the protocol.

Responding to the limitations and lack of similar work in the

literature, we introduce the first standardized texture preservation

quality evaluation on portraits, based on deep learning.

Texture quality assessment on portraits
Dataset
Realistic mannequins

In this work, we introduce a new portrait quality database

with the main focus on repeatability and reliability. We are pri-

marily interested in texture quality, although it is possible to ex-

tend to other attributes like noise, skin tone, and sharpness. To
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(a) Realistic mannequin (b) Texture ROI
Figure 1. (a) Female realistic mannequin head; (b) Eyebrows region for

texture evaluation.

ensure a repeatable measurement, it is important to have a con-

sistent visual content, specifically a chart. However, using a chart

similar to what has been used previously, as for example a printed

pristine portrait image, will not capture complex behaviour of

camera devices. This is especially true when rendering the face’s

shape and hair’s texture, which are not well reflected in a printed

image. For this reason, we employ a dataset of custom-built life-

like mannequins, referred to as realistic mannequins (RM).

The dataset contains images of silicone heads, shot at a fixed

distance, in different lighting conditions, and with several smart-

phones’ front camera. Apart from the strict distancing, the fram-

ing is loose and is not fixed to a strict angle, contrarily to the

usual chart setups. This configuration helps to simulate a real

self-portrait (selfie) scenario as shown in Figure 1a.

Ground truth & region of interest

Many attributes can be extracted from the realistic man-

nequins, in particular texture details preservation. Practically,

to ensure a reliable measurement, we need to focus on a specific

region of interest (ROI). In the case of texture measurement, we

focus on the eye and eyebrows region, as shown in figure 1b. We

choose the highest resolution in the dataset and upscale the other

crops to match it, keeping the same aspect ratio.

To obtain a ground truth for the dataset, we need to collect

subjective preference evaluations. However, evaluating the im-

age quality in an absolute manner is not a simple task, and is

still a hot topic in research. One of many approaches is pairwise

comparison, where one can infer quality scores out of a compari-

son matrix. The main problem with this approach is its quadratic

growth, which means that the cost and difficulty increase in a

quadratic manner with the size of the dataset. Following ITU-

T [26] and ITU-R [27] recommendations, a minimum of 15 full

comparisons O(n2) (i.e. 15 annotators to compare all n(n−1)/2

pairs) is required to generate reliable results, which can be very

costly and time consuming. Usually it is not possible to achieve

a complete design (a full passage on all data points for each ob-

server), which implies the need for a sampling strategy or active

sampling as it’s referred to in the literature.

We adopt the research of Mikhailiuk et al. [28] in order to

efficiently utilize observers’ time and obtain the most possible

accurate scale. In this algorithm, we select the next comparison

to deliver the most information, i.e., the one that has the high-

est impact on the posterior distribution of the scores. For that,

separately for each image, we obtained the distribution of qual-

ity scores after every performed comparison using Expectation

Propagation (EP), assuming Thurstone case V [29], and then es-

timated the distribution of the scores assuming every possible

future comparison. The comparison maximizing the Kulback-

Leibler divergence between the current distribution and the re-

sult after every possible comparison was chosen to be performed

next.

The analysis and pairwise comparisons were conducted in a

controlled environment with a fixed viewing condition. We adopt

our setting so that our viewing condition is aligned with that of

a human eye, with a cutoff frequency νcut = 30cpd. Hence, we

use a 32” 4k monitor with a pixel pitch of 0.185 , and we fix the

eye to screen distance to 65cm. We use a calibrated display (D65

whitepoint with luminance ≥ 75cd/m2 with no direct illumina-

tion of the screen and a background illumination with a lighting

panel set to D65 / 15% for reducing eye stress.

Method

In this section, we detail the proposed method for estimating

texture quality on portraits. We formulate this task as a regression

problem and suppose that a perfect registration of the images is

not needed.

ROI extraction

The first step in evaluating the texture quality on portraits

is to correctly detect the ROI. Usually, the ROI is fixed and its

detection assumes an effective registration of the chart. How-

ever, because of the inaccurate framing of portraits, registration

is a bad choice, since it can introduce face distortions and alter

the quality of the image. Therefore, using a manually extracted

reference ROI, with a sufficiently high resolution, we could de-

termine the crop dimensions in the other images. Thoroughly,

we detect a set of facial landmarks to localise the eyes region.

Then, we fix the width of the crop to cover the ROI horizontally

and compute the height using the same reference aspect ratio.

Finally, we upscale the crop to the reference resolution.

Batch creation with random crops

In our problem, the dataset is content-specific, meaning we

have the same content in every image (same face). Consequently,

there is a high possibility of overfitting when using a complete

image. To avoid this, we use random crops as a data augmen-

tation technique. We create a batch of N images, where every

image is represented by n patches, assigned with the same score

as the source image; the total batch size is then N * n, where

each patch is considered as an independent image. Also, By us-

ing random crops, we can fix the input size without the need to

resize the original image, which maintains the quality and solves

the problem of limited memory. Moreover, with random crops

there is a possibility of advanced extensions, as variance-based

random crops and attention-based crops, as in [30, 31]. Nonethe-

less, random crops can increase the variance and limit the train-

ing capacity, since some of the crops, especially skin crops, are

not relevant and can alter the average score. To tackle this prob-

lem, we use the Huber loss as described in [4].

Multi-scale CNN

This paper aims to provide an automatic, all-in-one proto-

col to measure the portrait quality preservation capabilities of

cameras. Therefore, we do not intend to introduce state-of-the-

art neural network architectures, but we prefer to adopt proven

working solutions.

Inspired by the work of Chen et al. [32], we adopt a multi-

scale architecture for our convolutional neural network model,

referred to as MSCNN. This technique aims to solve a problem

with previous random patch methods, by paying equal attention
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to global and local features. The model consists of three convolu-

tional blocks. Each convolutional block extracts specific features

from one scale. Features are then concatenated into one vector

and fed to a fully connected block (FC) with four layers. The

final output is a single float value, representing the final quality

value of the input list.

Since we have limited resources, we are not able to train a

model that big from the ground up. For instance, the large pa-

rameter set can be easily trained on our relatively small dataset,

however, the model will overfit because it is pretty complex for a

small dataset. An intuitive solution to the problem is fine-tuning.

We use the convolutional backbone of a well known CNN archi-

tecture that was pretrained on a large dataset, to extract relevant

features from the image. The fine-tuning process significantly

decreases the time required to train and optimize a new model,

especially for a smaller task, as it is already trained on a larger

dataset, and is assured to give robust results. Finally, since we

consider random crops as augmentation of the data, we optimize

the loss over individual patch scores instead of the average image

score.

Experiments
In this section, we perform an extensive experimental study

of the proposed solution. The study consists of two tests: first,

we test the performance of the measure on a mannequin database,

which we create separately from the training database, referred

to as the ground-truth. Second, we compare the measure with

an MTF-based general purpose texture quality measure. All the

data are internally collected and might not be available outside

of the working team.

Training details

We implemented our deep learning model with PyTorch,

which was then trained on a 48 devices dataset of realistic man-

nequin images, shot in three lighting conditions, a total of 144

images. All the images are in fact ROI crops that were upscaled

to the same reference resolution with a fixed aspect ratio, us-

ing bicubic upsampling. We choose the reference resolution as

the highest crop resolution in our dataset. We adopt a transfer

learning technique using a MobileNetV3 [33] pre-trained on Im-

ageNet [34]. We employ Adam optimizer, with an initial learning

rate of 1 ·10−5 and a decay of 10% every 5 epochs for a total of 50

epochs. To limit the effects of noise, contrast, exposure, satura-

tion and over sharpening on the texture score, we add 7 different

augmentations that slightly alter these attributes. After visually

checking many examples of the augmented data, we conclude

that the small alteration will not change the texture quality, thus

we keep the same score for each augmentation. In addition to

that, we add horizontal and vertical flips as well as a grayscale

variation. In total, our training database contains 1584 images.

Test datasets

To ensure that the new method performs better than previous

solutions, we test its performance on a well-established ground

truth, which was carefully annotated by human observers. Also,

we compare the correlation of our scores with the MTF based

methods; we aim to conclude whether the MTF-Based meth-

ods are sufficient to evaluate the texture preservation quality of a

selfie camera, or do we absolutely need a solution that is inspired

by and respects human observations.

As there is no well-established reference dataset for our

problem, we collected and annotated our own data on two dif-

ferent charts/visual content.

New-Resolution

First, we create a reference dataset of realistic mannequin

images, shot at a fixed distance, in two different lighting con-

ditions. We collect data from 23 smartphone front cameras, a

total of 46 images. This dataset is referred to as New-Resolution

(NR). The procedure to collect and annotate the images is similar

to what has been done for the training dataset (Section Dataset).

We choose to separate the annotations of the RM and the NR

datasets, in order to ensure that no hidden correlation exists be-

tween the scores. Additionally, no device has been shared be-

tween both datasets.

To ensure a good variability in our texture evaluation, we

shoot mannequins at two distances: 30cm and 55cm. For the

30cm, we only provide female mannequins, while for the 55cm

we only provide male mannequins with a consistent beard. To

evaluate the texture, we use eyebrow crops for the female, and

eyebrow and beard crops for the male. Finally, for each setup,

we evaluate the models that were trained on its respective training

set, as well as evaluate the average outputs of both setups.

Gray-DL

Second, we employ the Dead-Leaves chart proposed in [7]

(Section MTF-based methods). In our experiment, we refer to

this dataset as Gray-DL. We use the same two lighting conditions

and 23 devices as in the New Resolution dataset. In the case of

the Dead-Leaves charts, since the charts are unnatural images,

human perceptual annotation is problematic. Since we do not

have a proper ground truth for this chart, we choose to evaluate

it on the ground truth of the New Resolution dataset, similarly to

what we do on our deep learning model.

Nevertheless, there exists one limitation that concerns us

when assigning the NR ground truth to the Gray-DL dataset,

which we try to explain and solve next. In fact, the Dead-Leaves

chart is shot with a specific framing, and depending on the cam-

era’s field of view (FOV), the lens to chart distance can lie be-

tween 45cm and 55cm. Although the DL chart is theoretically

scale invariant and thus the measurement should not depend on

the distance, the device’s range of focus will drastically alter

the results. For instance, one device might feature an Autofocus

(AF), while the other might have a fixed range of focus. Usually,

this range is between 30 and 60cm, but can be freely positioned

by the manufacturer. For this reason, only the 55cm distance is

relevant to evaluate the Gray-DL scores. To solve this problem,

we choose to test on two different device sets. The first set in-

cludes all 23 devices (46 images) for the 55cm distance, referred

to as the Full set, while the second only includes 13 devices (26

images) that have AF and/or a wide range of focus, covering both

30cm and 55cm distances; we refer to this set as the Limited set.

Quantitative study

Metrics

Since we adopt a regression formulation, we need to use

relevant metrics that comply with an image quality score. That

said, this score is not absolute and is usually relative to the ap-

proach of origin. Consequently, MTF-based methods predict a

quality score that is not directly comparable to the score pro-

vided by human annotators. Also, since we annotate the RM

and NR datasets separately, their scores lie on separate scales,

which makes a direct comparison irrelavant. One alternative

is to explore the linear correlation between the output and the

ground truth. However, assuming that the predictions correlate

linearly with the ground truth may not hold and bias the experi-

ment. Therefore, we adopt two metrics that are commonly used
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in the IQA literature, and that are based on the correlation of the

rank-order. First, we adopt the Spearman Rank-Order Correla-

tion Coefficient (SROCC) defined as the linear correlation coef-

ficient of the ranks of between two variables. Second, we report

the Kendall Rank-Order Correlation Coefficient (KROCC) de-

fined by the difference between concordant and discordant pairs

divided by the number of possible pairs. The key advantage of

the second metric lies in its robustness to outliers.

Results

We compare the MTF-based measurement on the Dead-

Leaves chart with the ground truth of the New-Resolution dataset

for the 30cm and 55cm distances, as well as for the average score

over both datasets. For the realistic mannequin texture evaluation

using the MSCNN, we compare the output of each model with

its respective NR dataset. Additionally, we compare the average

of both outputs to the average score of the NR datasets. All the

results are shown in Tables 1, 2.

As we explained in Section Gray-DL, we proceed with two

different evaluations based on the focus characteristics of each

device. To ensure a correct ground truth, we compute the corre-

lation between the NR-55cm and NR-30cm for the Limited set. If

the value of this correlation is large enough, we can suppose that

we have the same device ranking regardless of the distance. For

the Limited set with 13 devices, we get srocc = 0.935 & krocc =

0.796, which ensures a similar ranking across both distances.

On both device sets we notice that the MSCNN based meth-

ods give larger correlations over the MTF-based methods. More-

over, we can see that the model performs better on the 30cm

distance. That said, we should take the results with a grain of

salt. Since the Limited set’s size is relatively small, we cannot

extract a statistically significant conclusion. However, when we

back these results up with the Full set, we have a higher signifi-

cance to support our new method. Because of the fixed range of

focus, the evaluation of texture can change drastically between

distances, which explains why we do not include the comparison

for the 30cm distance on the Full set. However, in average, over

the two distances, we can get an idea of the texture preservation

capabilities of a smartphone front camera, which is expressed

here in the NR-AVG scores.

Because of the ever-growing image quality enhancement

technologies, new camera systems incorporate specific pipelines

for certain scenes, especially portraits. One advantage of the

RM-based approach is that a mannequin face triggers these

pipelines, which helps to correctly assess the capabilities of the

selfie camera. This scenario is not possible with a normal chart.

Therefore, we see that the RM-based method can give a more ac-

curate ranking and a better evaluation of the texture preservation

quality of a selfie camera, where portraits are the main subject.

Conclusion
In this paper, we proposed a novel and standardized ap-

proach to the problem of camera quality assessment on por-

trait scenes. We developed a repeatable setup as well as a deep

learning-based method to test the texture preservation quality on

portraits, inspired by human observations. Our results show that

a deep learning approach, can outperform the classical measure-

ments and is more relevant to human preference. One limitation

of our method is that it only works on specific mannequins, and

not on real human portraits. Consequently, as future work, we

plan to extend our database to cover human portraits, and multi-

ple human portraits, in order to highlight several complementary

discriminant features and better measure the intrinsic qualities of

a smartphone front camera, in a real-life scenario.

Full set - Comparison of MSCNN trained on realistic mannequins and

the MTF-based measurement on the Dead-Leaves chart

Method Chart GT SROCC KROCC

Acutance Gray-DL NR-55cm 0.748 0.567

MSCNN RM-55cm NR-55cm 0.874 0.717

Limited set - Comparison of MSCNN trained on realistic mannequins

and the MTF-based measurement on the Dead-Leaves chart

Method Chart GT SROCC KROCC

Acutance Gray-DL NR-30cm 0.760 0.636

Acutance Gray-DL NR-55cm 0.779 0.606

Acutance Gray-DL NR-AVG 0.769 0.618

MSCNN RM-30cm NR-30cm 0.940 0.821

MSCNN RM-55cm NR-55cm 0.851 0.698

MSCNN RM-AVG NR-AVG 0.916 0.796

References
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