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Abstract. Routing through a dynamic environment is mostly carried
out by using maps that integrate information about time-dependent
parameters, such as traffic conditions and spatial constraints, which
is a challenging and cumbersome task. We address the complex
scenario where a user has to plan a route on a network that
is dynamic with respect to edges that change their congestion
through time. We perform an experimental user study where we
compare interactive and non-interactive interfaces, the complexity
levels of the map structures (number of nodes and edges) and
of the paths (number of nodes that need to be visited), and the
effects of familiarity with the map. The results of our study indicate
that an interactive interface is more beneficial than a non-interactive
interface for more complex paths, while a non-interactive interface is
more beneficial than an interactive interface for less complex paths.
In detail, while the number of nodes and edges of the network had
no effect on the performance, we observed that (not surprisingly) the
more complex the path, the longer the processing time and the lower
the correctness. We tested the familiarity with a test–retest design,
where we organized a second session of tests, labeled T2, after the
first session T1. We observed a familiarization effect in T2, that is, the
participants’ performance improved for the networks known from T1.
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1. INTRODUCTION
Finding paths in spatial networks is one of the tasks that are
more challenging using amatrix-based representation rather
than using a node–link representation of the network [22,
35]. The choice of the right path may be complicated
because the network conditions may change over time (e.g.,
the targets to reach may be ‘‘available’’ only in specific
time windows throughout the day) or because network
congestion may discourage the choice of some paths during
the day. Still, deciding the sequence of places to visit and
the paths that allow us to reach them is an ordinary task
in everyday life (e.g., for tourists planning a route through
a city). Choosing one route over another can have effects
on the time spent commuting, which influences personal
satisfaction, spent money, and pollution. Especially in highly
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crowded cities, congestions have amajor impact on the travel
time. Typically, users want to avoid congestion by accepting
even large detours. Hence, investigating which visualizations
work well in this context is essential. For example, Figure 1
shows two congestion conditions for the streets of a big
city forecast by Google Maps. A user who has to perform
different errands during the day would need to intersect
the space and time information provided by the two maps.
In addition, since users may have to select their optimal
routes within a city over multiple days, familiarity could
also play a significant role. From a more methodological
perspective, if familiarization turns out to have a positive
effect on the measured user performance, it can be assumed
that in real-world applications, a training phase would be
proportionally beneficial.

The domain of dynamic networks has been deeply
studied (refer to [3, 9] for a taxonomy of models and
solutions, and to [18] for an overview of surveys). In
this context, several user studies consider descriptive and
diagnostic analytic tasks involving paths in dynamic graphs;
see, for example, [5–7, 39, 43].

The focus of this paper lies on the predictive and
prescriptive visual analysis that is necessary for forecasting
the interplay between space and time. This becomes
particularly pertinent when traversing a path in a map
through time. To our knowledge, this scenario, which we
call time-dependent route planning, has not been explored
yet. A high number of application contexts, instead, exhibit
the interaction between time-dependent events and space-
embedded networks. Hence, the findings of our investigation
could be beneficial for the design of visual tools to support
analytic tasks on dynamic transportation networks such as
metro lines, railways, airline networks, container shipping
networks, and so on. We remark that most of the routing
and scheduling problems involving such networks are
NP-hard problems [28]. Therefore, automatic computation
is not always recommended, and human interaction via
visual interfaces could be effective in finding sub-optimal
solutions. We describe an experimental study aimed at
determining strategies to assist users in managing predictive
and prescriptive tasks within a spatio-temporal setting.

More precisely, we present to the users the network and
its congestion in each time window. Then, we ask them to
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Figure 1. A typical application scenario: two congestion conditions for the traffic in Rome according to Google Maps (Map data c©2024 Google).

choose among three alternative paths the one with the least
congestion at the moment the different roads along it have
to be traversed. The difficulty for the user is to take into
account both the spatial variables (the positions reached
on the map) and the temporal variables (the congestion
conditions varying over time).

We compare two different user interfaces: an interactive
and a non-interactive version, where the former interface
maintains the spatio-temporal nature of the problem while
the latter maps it into a sequence of purely spatial sub-
problems. Furthermore, we ask the participants to repeat
the experiment with a break in between (two test phases
overall). We also use different complexity levels of the
scenario: map complexity (number of edges and nodes of
the network) and path complexity (number of target nodes
in the paths). Our hypotheses are that for less complex
scenarios, the non-interactive interface works better and that
there is a familiarization effect in the second test phase.
For a more formal definition of our research hypotheses
and the experimental design, we refer to Sections 3 and 4,
respectively.

The main contributions of this paper are as follows:
• the design of a user study of a composite (high-
level) routing task for a complex scenario with spatio-
temporal networks, which aims at

* investigations of the effectiveness and user prefer-
ence of interactive and non-interactive interfaces,

* investigations of user familiarity achieved by two
test phases;

• the statistical proof that simple scenarios are better
supported by non-interactive interfaces while complex
scenarios are better supported by interactive interfaces;
and
• the statistical proof of familiarity effects.

2. RELATEDWORK AND BACKGROUND
2.1 Visual Analysis Paradigms
The classification of the purposes of analysis into descriptive,
diagnostic, predictive, and prescriptive was initially estab-

lished within economic and the financial realms [20, 47].
Subsequently, it was adopted in biomedical research [26, 31]
and visual analytics [2, 29]. Descriptive analytics answers the
question ‘‘What happened?’’; diagnostic analytics answers
the question ‘‘Why did it happen?’’; and predictive analytics
focuses on ‘‘What is likely to happen?’’. Prescriptive analytics,
instead, is much more ambitious and aims to drive actions
so that something will (or will not) happen. In this paper,
we especially focus on predictive and prescriptive visual
analytics. In particular, we consider to what extent users
are able to choose paths that will be traversed through
time, avoiding events that intertwine and intersect with the
traversals themselves. In order to do this, users need to
conceptualize a path into multidimensional space where one
axis is time (see Figure 2(b)) rather than simply coping with
a path that evolves through time (as in Fig. 2(a)).

2.2 User Evaluations of Network Visualizations
To the best of our knowledge, no user studies have yet been
conducted on predictive and prescriptive visual analysis of
networks. In this section, we review the literature about
descriptive and diagnostic user evaluations of network
visualizations.

In a recent paper [18], Filipov et al. have conducted an
overview of surveys to provide researchers and practitioners
a ‘‘roadmap’’ elaborating the current research trends in the
field of network visualization. They categorize recent surveys
and task taxonomies published in the context of network
visualization. Purchase et al. [36–38] investigate the impact of
aesthetics on user performance and human understanding of
node–link diagrams of graphs. Ghoniem et al. [22] describe
a taxonomy of generic network-related tasks and perform
an evaluation aimed at assessing the readability of two
representations of networks: matrix-based representations
and node–link diagrams. The study shows that matrix-based
visualizations perform better than node–link diagrams on
most tasks when graphs have greater than 20 vertices. Only
path finding is consistently in favor of node–link diagrams
throughout the evaluation. Keller et al. [27] extend the study
to directed graphs and Holten et al. [25] study how the
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Figure 2. Two instances of paths with temporal information: (a) a descriptive or diagnostic visual analytic scenario involving a dynamic path; (b) a
predictive or prescriptive visual analytic scenario involving a path traversed through time.

visual encoding of the direction of edges impacts human
performance. More recently, the readability of network
visualizations that combine the use of node–link diagrams
with matrix-based representations has been investigated.
More precisely, the study by Di Giacomo et al. [15] considers
hybrid network visualizations, that is, node–link diagrams
that contain sub-networks that are represented according to
different drawing paradigms, such as adjacencymatrices and
chord diagrams [4, 24].

Didimo et al. [16] investigate the usability of overloaded
orthogonal drawings (i.e., orthogonal drawings where ‘‘par-
allel’’ segments of two distinct edges can partially overlap)
against classical orthogonal drawings, hierarchical drawings,
andmatrix-based representations for performing a collection
of basic user tasks on directed graphs. Directed graphs are
also the subject of the crowd-sourced user study by Abdelaal
et al. [1], where node–link diagrams, adjacencymatrices, and
bipartite layouts are compared mainly focusing on overview
tasks for large instances. See also the survey on empirical user
evaluations of graph visualizations by Burch et al. [12].

Overall, there is a broad consensus among researchers
that node–link representations of networks are the most
effective when tasks requiring path analysis are considered.
For this reason, in this paper we restrict our study to
node–link representations.

2.3 Dynamic Network Visualizations
Surveys about the representations of dynamic networks
can be found in the literature (see, e.g., [3, 9, 30]). The
two main strategies for representing dynamic phenomena
on a network are time-to-space mapping and time-to-time
mapping [9]. The first strategy encodes the time dimension
into some geometric object, that is, into a space dimension.
This kind of representationmay be very challenging for some
application domains. A common technique, which we use
in our experiments, is that of relying on small multiples,
that is, replicating the representation for different discrete
times. The second strategy maps the time dimension of
the dataset into the time of the user, actually showing a
dynamic view where the changes in the dataset through time
are animated in simulated time. This kind of representation
is also used in our experiments. Beck et al. [9] further

classify as ‘‘hybrid’’ those systems that combine both the
above described visualization strategies (closely connected)
together. However, this happened only for a few systems
where it was allowed by the application at hand.

Similar to our setting is the work described by Saraiya
et al. [44], where a node–link diagram with static positions
is used and only node attributes are time-varying (in our
case, edge attributes also are). Comparing an animated slider
solution to an approach with small time-series visualizations
inside each node, they observe better performance by
participants for the animated approach for tasks that involve
only one or two points in time while the reverse happens for
tasks involving more time steps. None of the tasks, though,
asked for finding paths on the map.

Several user studies consider descriptive and diagnostic
analytic tasks involving paths in dynamic graphs. Saffrey
and Purchase attempted to identify when the shortest path
between two nodes is shorter [43]. The focus, however, is on
measuring the effects of the drawing stability (which seems to
be of little help, if not a hindrance, for this task). Archambault
et al. [5] investigated the difficulty of identifying the pair of
nodes for which the shortest path always decreases. Small
multiples are shown to be faster than animation but no
significant difference is found in the error data. Archambault
and Purchase [7] considered the task of recognizing a given
path when the positions of the nodes change.With respect to
small multiples, the animation is shown to produce answers
closer to the correct one, and this is especially true for longer
paths (five or seven nodes). Animation is preferable also in
terms of response time.

Boyandin et al. [11] focus on the qualitative differences
between the types of findings users make with animations
and small multiples. They show that animation tends to
reveal more findings on adjacent time steps while small
multiples foster the discovery of patterns lasting over longer
periods. Based on the above results, Beck et al. [9] conclude
that small-multiple approaches seem to be preferable for
tasks involving more than two time steps.

To our knowledge, the problems investigated in the
literature about dynamic graphs do not address the case of
predictive and prescriptive analytic tasks when some paths
have to be traversed from the source to the destination
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forecasting hindrances during the traversal (refer to
Fig. 2(b)), which is the subject of our study, but rather
focus on paths that change through time (as illustrated in
Fig. 2(a)). As already stated in the introduction, solving
routing problems while anticipating events during route
traversal is crucial to saving time and economic resources in
several application scenarios.

2.4 Geospatial Network Visualizations
Geospatial network visualizations associate nodes and links
with geographic locations either on Earth or other plan-
ets [45]. These visualizations are used to show, for example,
trade and financial connections between countries and
regions [8] or to display flight connections [42].

Schöttler et al. [45] present a systematic review of
geospatial network visualization approaches by establishing
a design space, which supports designers in building
appropriate and effective visualizations for this type of
network data. The proposed design space consists of the
following dimensions: (i) geographical facet representation,
(ii) network representation (for both nodes and edges),
(iii) composition (how the topology and geography are com-
bined in the visualization), and (iv) use of interaction. The
geographical representation tackles how to encode geospatial
information, which ranges from explicit (representations
that use a cartographic map) to distorted (representations
that use displacement of spatial positions according to some
properties of the network), and to abstract (representations
that use encodings not based on map projections) [14].
However, geospatial network visualization captures several
open challenges, like handling co-located nodes, link density,
and uncertainty in geospatial networks.

According to the survey by Schöttler et al. [45], only
7% of the papers in their collection captured an evaluation
of geospatial network visualization techniques (mainly case
studies and small quantitative user studies). This is also
caused by a lack of structured task taxonomy for geospatial
networks, and only basic tasks (such as identify and
compare) are used. In our study, we aim to tackle this
problem by investigating high-level tasks. Schöttler et al. [45]
recommended utilizing their design space for obtaining
empirical evidence according to categories.

2.5 Familiarity in Network Visualization
Familiarity effects have been studied in several research
domains [19, 46, 49]. For the task of searching, for example,
familiarity with targets or with distractors has been proved
to be beneficial [32, 40, 41]. Frequently encountered patterns
improve performances even when no recognition cognitive
process is involved [49]. Familiarity is sometimes taken
into account also in the network visualization research
field [10]. In this domain, a concept related to familiarity
is that of mental map preservation [17], which assumes
that drawing similar graphs in a similar way enhances
the user performance in a dynamic setting. However, the
literature provides evidence that preserving the mental
map is not always helpful when performing tasks on

dynamic graphs [6], and for some specific tasks it can be
detrimental [39, 43]. Archambault and Purchase [6] report
the following: for local tasks, the number of considered
nodes, edges, or sub-graphs needs to be high to observe a
positive effect of mental map preservation; for global tasks
that involve indistinguishable nodes and edges, no benefit
is measurable; path finding, which is a global task involving
distinguishable nodes and edges, is positively affected by
mental map preservation when the number of elements to
consider is high.

3. RESEARCHHYPOTHESES
In our experiment, the users have to cope with a composite
task: projecting a path in time (see Fig. 2(b)) and anticipating
what conditions will be met while traversing such a path. In
order to answer these questions, the users would benefit from
the conceptualization of amultidimensional space where one
axis is time. The strategy of mapping time to space, adopted
by non-interactive interfaces, corresponds to splitting the
spatio-temporal problem into a collection of spatial-only
sub-problems that are easier to answer singularly. The
strategy of mapping time to time, adopted by interactive
interfaces, maintains the temporal axis and leverages on
the user multidimensional space conceptualization. The
aim of our investigation is to understand which of the
above two strategies is the most effective and under which
conditions. Furthermore, we ask the participants to repeat
the experiment with a break in between to evaluate the
possible familiarization effect. In fact, in some application
scenarios, users may have to select their optimal routes
within a city over multiple days.

For our experiment, we formulate the following research
hypotheses.

(H1) For less complex scenarios, the non-interactive inter-
face leads to (a) higher correctness and (b) shorter
processing time for correct answers.

(H2) For more complex scenarios, the interactive interface
leads to (a) higher correctness and (b) shorter process-
ing time for correct answers.

(H3) In the second test phase, there is a familiarization
effect. That is, for stimuli that were already shown in
the first test phase, it shows (a) higher correctness and
(b) shorter processing time for correct answers.

Recall that we define the complexity of a scenario by
the map complexity (number of nodes and edges in our
network) and path complexity (number of target nodes); see
Section 4 for a formal definition. Hypotheses (H1) and (H2)
are motivated by our intuition that for a complex scenario,
the non-interactive interface is difficult for the participants
since they need to manage the collection of sub-problems
provided by the smallmultiples (e.g., they need to find the site
locations over the different views) and then put together the
answers to each sub-problem. On the other hand, we think
that for a simple scenario, the overhead of the interactive
interface leads to worse performance. Indeed, mapping time
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Figure 3. (a) Stimuli of our experiment. Visualization of the congested roads for a commuting time window. Edges that are depicted with higher thickness
indicate more traffic for the displayed time window. (b) The users are provided with three alternative options from which they should choose the optimal.
Here, we display an exemplary one.

to time implicitly requires more time for the user to access
the encoded information.

The effect of familiarization (hypothesis H3) is complex
to predict since we aim for a time gap of a few days
between the two test phases. We suspect that participants
in the second test phase remember the stimuli that they
already have seen before and perform better on these since
solving the tasks requires a high degree of engagement and
processing time.

4. EXPERIMENTAL DESIGN
In this section, we describe the design of our experiment. In
particular, we discuss the application scenariowe address, the
visualization concept we adopt, the task of our experiment,
the experimental factors we consider, the stimuli we generate,
and the experimental setting.

4.1 Application Scenario
Inspired by the real-world situation where a tourist wants
to plan a route to visit a city, the scenario we address is the
following. The user is at a location corresponding to a point
on the map and her purpose is to plan a route that allows her
to visit a given sequence of site categories avoiding congested
roads as much as possible, independent of their length. The
scenario is dynamic, that is, all sites of the same category are
available in a specific time window, and the congestion of
each road can vary over time.

4.2 Visualization Concept
We represent a map as a node–link diagram of a network,
whose edges correspond to roads and whose nodes corre-
spond either to sites or to intersections between roads; refer
to Figure 3 for an illustration. Each site–node is assigned a
category (e.g., ‘‘restaurants,’’ ‘‘museums’’) and is represented
as a colored disk containing an icon; the category is encoded
by the color and by the icon of the node to create an
inclusive visualization for users with vision deficiencies such
as color blindness. For the purpose of our study, each site
belongs to a category and all nodes of the same category are
equivalent to the user. For example, a restaurant is a site and

there can be multiple nodes belonging to the ‘‘restaurants’’
category; for example, in Fig. 3, there are two restaurants
called ‘‘Fast Food’’ and ‘‘Crispy Food.’’ Edges are represented
as curves between nodes. A congested road is represented as
a thicker curve. Since it is known that for exploratory tasks
interactive interfaces may be beneficial [33], we consider
both a non-interactive and an interactive interface. For
the non-interactive interface, we adopt the small-multiple
visualization paradigm, where representations of the map
corresponding to different time windows are displayed next
to each other (see Figure 5). Each of these representations
shows the congestion situation of the roads in the time
window where the user has to move from one site to another.
In the interactive interface, the user can select the time
window for which she wants to see the congestion situation
(see Figure 6).

4.3 Task
We defined one task with the aim of reflecting a real-world
situation where a tourist wants to plan a route to visit a
city. The network is shown either with the non-interactive
interface or with the interactive interface, and the task is
the following: the participant is located at the central station
and she wants to visit a given sequence of site categories by
choosing the path that avoids congested roads as much as
possible. Both the central station and the sites to visit are
represented as nodes on the map as discussed above. For
example, if the user wants to visit a restaurant, she has to
choose the alternative that allows her to avoid congested
roads; in Fig. 3(a), the most direct path that goes from the
central station to the restaurant ‘‘Fast Food’’ is better than the
one that goes to the restaurant ‘‘Crispy Food’’ since it contains
a lower number of congested roads. To complete the task, the
user is providedwith three different paths (see, e.g., Fig. 3(b))
from which she can select the optimal one, that is, the one
that avoids asmany congested roads as possible, independent
of their length.

4.4 Experimental Factors
Our experimental design consists of four fully crossed
experimental factors; refer to Figure 4:
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Figure 4. Stimuli of different complexity levels: (a) less complex scenario (NumAlt = 2, NumSites = 3, NetSize = small); (b) more complex scenario
(NumAlt = 3, NumSites = 5, NetSize = large).

(1) Interactivity of the interface (non-interactive versus
interactive).

(2) NumAlt : Number of alternatives for each site (2 versus 3).
(3) NumSites: Number of sites to be visited (3 versus 5).
(4) NetSize: Size of the network in terms of the number of

nodes and edges.

(a) Small : corresponds to 15–30 nodes and 25–60 edges.
(b) Large: corresponds to 5–20 nodes more and 15–50

edges more than those of small NetSize.

This leads to 16 different combinations of the experi-
mental factors.We consider a scenario to be less complex than
another scenario if at least one between NumAlt, NumSites,
andNetSize is smaller while the othermeasures are not larger.
Note thatNumSites is also correlated to the complexity of the
path of the solution options.

4.5 Stimuli
To avoid the effect of possible previous knowledge of cities
by the users, the maps represent fictitious cities with sites
having fictitious names. The maps were created manually
by students with expertise in cartography. The students were
instructed to create city structures that are real-world-like but
that do not have any specialties such as bridges, tunnels, and
one-way streets. Hence, the street network is an undirected
planar graph. For every map, we generated versions for each
combination of the experimental factors NumAlt, NumSites,
and NetSize. For generating the congested edges per time
window, we decided to focus on one or two congested
areas rather than randomly distributing congested edges
in the network; see Figs. 3(a), 5, and 6. Congested edges
are depicted with a higher thickness to create an inclusive
visualization for users with vision deficiencies such as color
blindness. The three paths provided as answer options were
generated manually such that the optimal route contains a
congested road only if it is also contained in the other two
options. We made it clear to the participants that avoidance
of congested roads was the main and only task and that
stumbling on a congested roadwould imply to be stuck for an
unpredictable time (see task description at the top of Figs. 5
and 6). Although we tried to make the three options equally

difficult for each map, there were some differences due to
the city layouts and distribution of the sites. We point out
that we designed the stimuli so that they are also usable for
participants with visual deficiencies.

4.6 Experimental Timeline
We designed a within-participant experiment where the
users were exposed to all the generated stimuli. The test was
articulated in two test phases:

(T1) The steps of the first test phase were the follow-
ing: (i) collection of demographic data about the
participant; (ii) instructions for the execution of the
test; (iii) training phase with some sample trials;
(iv) presentation of 16 experimental trials (one for each
combination of experimental factors) in randomorder;
(v) collection of qualitative feedback (aesthetic appeal
and impression, perceived complexity in performing
the tasks, concentration level of the participant,
strategy for solving the task).

(T2) In the second test phase, participants were exposed to
32 trials, consisting of the same stimuli from T1 plus
16 new stimuli. In this test phase, we also collected
qualitative feedback as in T1.

The participants were asked to do both test phases with
a break of 1–7 days in between. This allows them to be
distracted from the main task and to regain full attention at
T2.We estimated the processing time to be about 30 minutes
for T1 and about 1 hour for T2.

4.7 Participants
Our target participant sample is a convenience sample,
that is, participants without any specific knowledge. The
relevant hypothesis for the power analysis, which determined
the sample size, was hypothesis (H1a/b). As we base our
analyses on multilevel data analysis using linear mixed
models (LMMs), we employ R package simr [23] for power
calculation. The main statistical model we use is based on
a repeated measures design. The effect in question is about
the additional fixed effects ofNumAlt,NumSites, andNetSize
on correctness, and it was set to b1 = −5, b1 = −2, and
b1=−1, respectively, which represent a mixture of small to
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Figure 5. A screenshot of the user interface for a task with complexity level: NumAlt = 2, NumSites = 5, NetSize = large. At the top, we display the task
description. In the middle, we display the traffic for each time window with the small-multiple representation (non-interactive). At the bottom, we display the
three solution options.

medium effect sizes [34]. The b-parameters were oriented
to typical effects found in spatial cognition and cognitive
psychology as such. Such a priori assumptions always
represent rough estimations; accordingly, the calculation of
test power is always vague in the end but provides a range of
needed participants to fulfill the pre-set criteria. To observe
that this effect explains a significant amount of variance
compared to the null model with α = 0.05 and a satisfactory
test power 1−β of 0.80, we aim to collect data from N = 53
participants. As we expect a drop off of about 20% of the
participants including persons who do not respond to the
tasks adequately, we recruit N = 64 participants. We recruit
participants without specific knowledge about routing in
touristic scenarios via the online company Clickworker.
Additionally, we recruit student participants and co-workers
from the collaborating universities.

5. EXPERIMENT AND RESULTS
5.1 Setup
The participants of our study executed the test by accessing
a web interface1; see Figs. 5 and 6. To reduce distractions
and ensure proper visualization, the participants were asked
to change to full-screen mode and ensure a reasonable
screen size by providing a button that checks whether their
screen size is at least 1200× 800 pixels. We did not enforce
this screen size or record the device type. The participants
were allowed to take a break after each task. In order to
test our study design, we performed a pilot study with
three participants, which led only to minor changes in the
instruction text. The study was online for 15 days, starting
on May 15, 2023.

1 https://optimierer.igg.uni-bonn.de/tourismrouting.
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Figure 6. A screenshot of the user interface for a task with complexity level: NumAlt = 3, NumSites = 3, NetSize = large. At the top, we display the
task description. In the middle, we display the traffic with the interactive interface. The user can interact with the interface using the buttons ‘‘Traffic 1’’,. . .,
‘‘Traffic 3’’ to look at the congestion for a different time window. At the bottom, we display the three solution options.

The final number of participants wasN = 78 (28 female,
47 male, 2 other, 1 did not indicate their gender; mean age
32.4 years [19–58 years]); we used all datasets (one per person
if participants took part only in test phase 1 or two if they
took part in both test phases) that fulfilled the criterion that
participants had responded to at least more than 50% of all
trials (8/16 for T1 and 16/32 for T2) with at least 1/3 of
correct responses. Most participants executed both parts in
a sequence (n1,2 = 49); the rest executed only T1 (n1 = 29).
Thus, we exceeded the critical number of 53 participants
taking part in test phase 1, which we calculated a priori to
be able to reveal the assumed effects within test phase 1. The
delay between the end of test phase 1 and the start of test
phase 2 was 3 days and 7 hours on average.

5.2 Measures
We evaluate the participant’s performance using the follow-
ing quantitative measures:

(a) correctness (ratio of the number of correct answers to the
total number of questions);

(b) processing time for correct answers (time taken by
a participant to answer—only in the case of correct
answer); and

(c) familiarization effects by comparing the correctness in
test phase 1 to test phase 2 and comparing the processing
time in test phase 1 to test phase 2.

Lastly, we analyzed the quality of the study design by
using two simple qualitative measures:

(d) the ease of use of the map tool (How easy did you find the
tasks? [very difficult/difficult/neutral/easy/very easy]);
and

(e) the degree of howmuch participants liked the interactive
mode and the degree of how much participants liked
the small-multiple mode (How do you like the timeline
interface (interactive version)? [It is very bad/It is bad/It
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Figure 7. (a) Effects of Interactivity and NumSites on the correctness rate (research hypotheses (H1) and (H2)). (b) Differential effects of Interactivity and
NumSites for female (left) and male participants (right) on the correctness rate (research hypotheses (H1) and (H2)).

is neutral/It is good/It is very good] andHow do you like
the small-multiple interface (series of static images next
to each other)? [It is very bad/It is bad/It is neutral/It is
good/It is very good]).

5.3 Statistical Analysis of (H1) and (H2)
We tested (a) and (b) on the different dependent variables
utilizing separate LMMs. An LMM [21] is a statistical model
that combines fixed effects (consistent, predictable factors)
and random effects (variables that introduce random vari-
ation) to analyze data with complex, hierarchical structures,
such as repeatedmeasures or clustered data. The advantage of
an LMM is its ability to handle dependencies within the data,
leading to more accurate and reliable estimates in situations
where traditional linear models may fall short, particularly
in longitudinal or multilevel studies. In the present study,
we used the participants as the random factor and the
fixed factors Gender (only female versus male due to a
too low number of other genders available in this dataset),
Interactivity, NumAlt, NumSites, and NetSize as fixed effects.
We included all main effects plus interactive effects ofGender
and Interactivity with all other factors.

For the dependent variable (a) correctness, we obtained
two-way interactions between Interactivity and NetSize,
p< 0.05, and between Interactivity and NumSites, p< 0.001
(see Figure 7(a)), and a three-way interaction between
Gender, Interactivity, and NumSites, p< 0.05 (see Fig. 7(b)).

To reveal further possible effects, we conducted more
detailed analyses with regard to educational background,
age, and gender. Although we did not find any effects
regarding the educational background or the age, there is
an interesting effect regarding the gender. Whereas female
participants benefited from the interactive mode when five
instead of three NumSites were used, we did not obtain
any differential effect for male participants. We can only
speculate at this point why female participants benefited
from the interactive mode. Some gender-specific preferences
and usability aspects have been researched so far, and
such research is important for future considerations about
gender-adequate interfaces, for instance. However a uniform
picture of results is missing even though now quite complex

ways of addressing such questions are available as recent
research shows (see, e.g., Xu et al. [48]). But this would go
beyond the scope of the present research study.

For the dependent variable (b) processing time of correct
responses, we obtained only the main effect of NumSites:
the more the number of sites available, the slower the
participants in finding a solution (p< 0.0001).

We can conclude that our research hypotheses (H1) and
(H2) are partly confirmed.

5.4 Statistical Analysis of (H3)
Regarding the sustainability of correctly processing the maps
at test phase 1 transferred to test phase 2, we executed two
separate LMMs, again with participants as the random factor
and now with Familiarity at T2 as the fixed effect (whether
a map had been already familiarized through processing at
T1).We again employed the twomain quantitativemeasures,
correctness and processing time of correct responses, as
the dependent measures. We obtained clear effects of
familiarization for both measures: correctness rate raised
from77.98% to 86.25%, p< 0.0001, and the processing times
of correct responses dropped from 52.5 s to 39.7 s, p< 0.001.
See Figure 8 for details.

We can conclude that our research hypothesis (H3) is
confirmed.

5.5 Statistical Analysis: More Findings
For analyzingmeasures (d) ease of use and (e) degree of liking
of the tools, we asked three questions about (1) the ease of
use of the map tool, (2) the degree of how much participants
liked the interactive mode, and (3) the degree of how much
participants liked the small-multiple mode.

First, we evaluated these dependent variables by means
of separate LMMs with the fixed factor test phase (T1 versus
T2) and with participants as random factors. We obtained
medium–high evaluations (between 2.93 and 3.72). Hence,
we presume that the task’s difficulty levels are appropriate and
both interfaces are suitable for solving the task.

Second, we can test with these values whether the
participants’ opinions changed from T1 to T2. For example,
one can suppose that the tasks are perceived easier in T2
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Figure 8. Effects of familiarization for the measures correctness (in %, left) and processing time (in ms, right)) of correct responses (research hypothesis
(H3)).

due to more training or that participants like the interactive
interface more in T2 since it is not new anymore. The test
showed that there is no significant change for any variable
between T1 and T2, p> 0.35. We presume that maybe more
practice with the task and interface is needed to change the
participants’ opinions.

Third, we evaluate the selective liking of interactive
(M = 3.81) versus small-multiple (M = 3.60) visualization.
We conducted a paired Student t-test resulting in a non-
significant difference between both variables (t(84)= 1.56,
p = 0.122, Cohen’s d = 0.169, n.s.); thus, there was no
clear preference for either of these visualization modes.
A subsequent correlation analysis between both variables
(Pearson’s r = 0.008, p = 0.943, n.s.) further showed that
people who were in favor of one mode were not clearly
devaluating the other mode, indicating relatively undecided
preferences. Here, the participants’ answers coincide with the
evaluation of (a) correctness and (b) processing time where
also we did not find one superior interface for all complexity
levels.

5.6 Additional Comments by the Study Participants
In the following, we report findings that are unrelated to
our explicit research hypotheses. We allowed the users to
give comments on the user study in a free-text field. Two
users suggested merging the traffic of all time windows
into one visualization, for example, with different colors.
We agree that one static visualization has its advantages
but see a clear limitation concerning the number of time
windows. Two users mentioned that the interactive interface
is more enjoyable while the static is better considering
the performance. Another user confirmed our research
hypothesis that the static interface is more appropriate for
fewer time windows and the interactive interface is better
suited for more time windows.

6. CONCLUSIONS AND LESSONS LEARNED
In this paper, we investigated a composite user task that
combines predictive and prescriptive visual analytics on

spatio-temporal networks to support prediction in the
interplay of time and space. Our experimental user study
compared and evaluated an interactive and a non-interactive
interface for this user task.

Statistical analysis shows that the non-interactive in-
terface leads to higher correctness for simple scenarios
(hypothesis H1) and the interactive interface leads to
higher correctness for complex scenarios (hypothesis H2).
If considering the gender factor, the described phenomenon
is observed only for female participants and not for male
participants. As a guideline for interface designers, our
findings suggest that when the task implies forecasting
the interaction of space and time and the scenario is not
very simple, an interactive interface may be recommended.
Furthermore, we investigated familiarization effects. In the
second test phase, the participants were able to solve tasks
for maps that they already saw in the first test phase more
accurately while also being faster (hypothesis H3). This
suggests, for example, that for the kind of task addressed in
this study, a training phase on themap is expected to improve
user performance.

From performing this study, we emphasize the following
lessons learned:
• Crowdsourcing platforms, like Clickworker, facilitated

a higher number of participants. Particularly the
combination of employing participants from platforms
like Clickworker and invited individuals supported the
diversity of our participants but could also lead to biased
results due to uneven samples in between-participant
designs (e.g., characterized by different expertise, famil-
iarity, or motivation levels).
• The careful, clear, and simple interface design of

our experiment assisted in conducting our user study
even on small and low-resolution displays. However,
sometimes the participants reported difficulties seeing
all alternative options at once—in future research, the
screen size should be recorded and also determined
whether a screen can be approached interactively or
merely passively.
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• The non-interactive interface led to higher correctness
for simple scenarios and the interactive interface led to
higher correctness for complex scenarios.
• Familiarization had an impact on the participants’
performance. Therefore, it can be assumed that people
who are familiar with spatial structures (e.g., city maps)
can process and grasp a significantly greater level of
complexity more quickly.

Besides tourist planning, which is the focus of this study,
we believe that this work advances the visualization field,
fostering its application to other dynamic transportation
networks, such as metro lines, railways, airline networks,
container shipping networks, and so on, by showing that
interactive interfaces are recommended whenever the user is
challenged by non-trivial instances that demand forecasting
the interaction of space and time. Furthermore, the results
on familiarization suggest that the ability of the users to take
advantage of interactive interfacesmay sumup through time.

We would also like to point out the limitations of our
user study. Limitations are always present for user studies
as you always have to find a balance in the design, for
example, between the number of experimental factors and
the duration of the user study. Experimental factors that
we did not evaluate but that could have had an influence
on our results are, for example, the type of device used,
the screen size, how the participant gives the answer (e.g.,
drawing the solution herself instead of using the provided
options), and different levels of traffic. We also want to
make clear that the embedment of such routines and the
concrete application–for what sake it will be used—will
make a difference, so further contextualized evaluations
will be required to check the practicability and usability of
different parameters in the field. We see investigations of
these experimental factors, especially with naturalistic or
natural settings, as interesting follow-up work.

Besides the above-discussed future work based on the
mentioned limitations, we came across other interesting
related problems.

• The assessment and analysis of further qualitative
measures (e.g., impression, complexity, difficulty, and
usefulness) could give more insight into user percep-
tion.
• Another hypothesis that we suggest testing is that
visualizations that are more aesthetically appealing lead
to higher familiarization effects.
• Investigating the user’s attention behavior through eye
tracking might give insights to improve the interfaces.
• Considering even more complex composite tasks such
as letting the participants draw their preferred route
instead of giving options would be interesting.
• Overall, we deem that it is important to investigate how
to design maps that resemble better the psychologically
plausible qualities of cognitive maps as already stated by
Carbon [13].
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