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Abstract. Whiteboards are commonly used as a medium of instant
illustration of ideas during several activities including presentations,
lectures, meetings, and related others through videoconferencing
systems. However, the acquisition of whiteboard contents is inhibited
by issues inherent to the camera technologies, the whiteboard
glossy surfaces along with other environmental issues such as room
lighting or camera positioning. The contents of whiteboards are
mostly invisible due to the low luminance contrast and other related
color degradation problems. This article presents an account of a
work aimed at extracting the whiteboard image and consequently
enhancing its perceptual quality and legibility. Two different methods
based on color balancing and color warping are introduced to
improve the global and local luminance contrast as well as color
saturation of the contents. The methods are implemented based on
different general models of the videoconferencing environment for
avoiding color shifts and unnaturalness of results. Our evaluations,
through psycho-visual experiments, reveal the significance of the
proposed method’s improvements over the state of the art methods
in terms of visual quality and visibility. c© 2018 Society for Imaging
Science and Technology.
[DOI: 10.2352/J.Percept.Imaging.2018.1.1.010504]

1. INTRODUCTION
Over the years, the popularity of videoconferencing systems
and online content sharing for educational and commercial
purposes have been greatly increased. Activities, such as
lectures, brainstorming sessions, business meetings, and so
on, are now proficiently taking place over the Internet.
The use of whiteboards for dissemination of information
and interactive discussions is also very common. In many
scenarios, the video of the sessions as well as the handwritten
content on the whiteboards are archived for later use.

The nature of today’s videoconferencing technologies
allows users to use their preferred digital camera technology
and conferencing environments. Therefore, the reproduction
qualities of the corresponding whiteboard contents differ
depending on the different capacities and settings of the
digital cameras, the camera viewpoint, and the room
lighting conditions. Most of the videoconferencing systems
include low dynamic range digital camera technologies. The
illumination condition of the video conferencing rooms is
also usually not controlled professionally.
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As a result, the acquisition results of such videoconfer-
encing situations tend to have limited luminance contrast
ratios which in turn limit the visibility of details, mainly in
the poorly exposed regions [1, 2]. Whiteboard contents are
additionally more prone to the lightning and environmental
issues due to the glossy nature of their surfaces. Depending
on the illumination direction and homogeneity as well as
the observers’ viewpoint, different shading and specular
reflections arise and lead to further contrast reduction, color
clipping, and loss of details [3].

The reduced contrast range of the whiteboard envi-
ronment, subsequently, blurs and reduces the saturation of
pen-stroke content [4, 5]. However, a strong color saturation
is found to be a determining factor for the appeal and
naturalness of natural images [6, 7]. Therefore, further
processing is required to enhance the overall appearance as
well as the visibility of whiteboard contents.

Consequently, over the years, a variety of approaches
for improving the qualities of videoconferencing whiteboard
contents have been proposed. Most of the approaches
were intended for whiteboard contents extraction and
enhancements of their visual representations [8–11]. They
were mainly intended for some type of whiteboard contents,
mainly handwritten texts. Apart from content detection and
recovery, other perceptual problems such as the truncated
global luminance contrast of the whiteboards as well
as the local contrast and color saturation of pen-stroke
content were not well investigated [12, 13]. Additional
processing artifacts, desaturated colors as well as visually
non-discernible contents were observed in the results of
some state of the art enhancement methods. More detailed
discussion on these approaches is presented in the following
section.

In this article, we have proposed a new and efficient post-
processing framework for detection and better visual appear-
ance enhancement of whiteboard contents. The framework
includes novel ways of illumination, whiteboard background
and contents’ color estimations as well as perceptual quality
enhancement methods. The perceptual appeal and visibility
of thewhiteboard and its contents are improved by increasing
their luminance contrast and color saturation. Unlike the
prior methods, the proposed framework provides a general
modeling of the different lightness and color variations in
the whiteboard environment. The proposed models are also
easily adaptable for other related imaging applications.
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The performance of the proposed method is cor-
respondingly evaluated in relation to the state of the
art methods. The evaluation is performed visually and
subjectively through several psycho-visual experiments. The
experimental results verified that the proposed frameworks
were more appealing and colorimetrically-accurate, together
with visually readable results.

2. RELATEDWORK
Several whiteboard enhancement methods for streaming
videos have been introduced. The majority of the methods
employed segmentation-based text recognition, multiple
frame based content recovery, and color enhancement
approaches.

The methods with segmentation-based text recognition
approaches mainly consider the detection and extraction of
texts from whiteboard images. Different geometric proper-
ties based classifications [8], connected components based
segmentations [9], and Hidden Markov Model (HMM)
based approaches [10] were utilized for identification,
segmentation, and extraction of handwritten content. HMM
was also used for further classification of handwritten
content into different classes such as text, lines, circles, and
arrows [11].

The multiple frame based content recovery approaches,
on the other hand, rely on a sequence of whiteboard images,
from consecutive frames of a video, to recover occluded
contents and remove redundant data [14, 15]. Similarly,
whiteboard capturing systems which can classify pixels into
whiteboard background, pen-strokes, and foreground ob-
jects are also introduced [16, 17]. Thesemethods additionally
extract the pen-stroke content and process the background
color of the whiteboard to be completely white.

However, the whiteboard images generated by most of
the conventional video conferencing systems have very low
image qualities. The contents of such whiteboard images
are, most of the time, hard to visually discern much less
computationally detect and extract. This type of quality
degradation usually occurs due to the low capacities of
the systems’ camera technologies and the uncontrolled
illumination conditions of the videoconferencing rooms.
Furthermore, the glossy material of the whiteboard surfaces
usually creates different shading and over-exposure problems
depending on the illumination direction and observers’ or
camera viewpoints [1, 2].

All these problems of the camera, illumination condi-
tions, and glossiness together contribute for the reduction of
both global and local contrast of the whiteboard regions. The
reduction of luminance contrast and other specularity related
problems [4, 5, 18, 19]will then lead to color desaturation and
blurring of fine whiteboard contents such as pen-stroke.

For this reason, for applications like videoconferencing,
enhancements of the visibility and perceptual qualities of
whiteboards alongwith pen-stroke content are very essential.
Even so, only a limited number of color enhancement
approaches have been proposed so far [12, 13]. The method
proposed by Zhang et al. [12] is designed for detection,

rectification, and enhancement of whiteboards. They used
their estimated whiteboard background color for global
white balancing of the entire whiteboard. The method
introduced by Gormish et al. [13], on the other hand,
extracts and enhances the pen-stroke content. A localmedian
filter is used to estimate the whiteboard background and
extract pens-stroke content. The color saturation of the
pen-stroke content is then manipulated based on their
proposed sigmoidal function.

Despite the appealing results of the Gormish et al. [13]
method, the dependency of their enhancement method on
their segmentation results may sometimes lead to invisible
results and processing artifacts. Their sigmoidal saturation
enhancement curve also does not model the perceptual
saturation attribute more accurately. Therefore, it sometimes
generates over-saturated and unnatural colored results. In
addition, the white balancing method of Zang et al. [12]
increases the global lightness of the whiteboard background
and reduces the saturation of colored contents. Their
processing mostly seen producing invisible contents.

In this regard, we have proposed more efficient color
enhancement framework which better preserves the color
appearance and enhances the visibility of the whiteboard
contents. The enhancement process of the proposed method
applies techniques such as local and global contrast enhance-
ment and colorwarping. All the processing in ourmethod are
performed according to the characterization of the camera
technology, the illumination condition, and the whiteboard
background model. Accordingly, many of the problems of
the prior enhancement methods are avoided. The complete
framework of the proposed method is discussed as follows.

3. METHOD
As described in the previous sections, in videoconferencing
applications, the appearance of the whiteboard contents is
usually degraded due to the poor qualities of the applied
camera technologies and environmental lighting condition.
Therefore, most videoconferencing systems require different
post-processing stages to enhance the appearance as well as
the overall qualities of whiteboard contents.

To this end, we have developed a new framework which
includes system calibration as well as image quality enhance-
ment methods. In the framework, the whiteboard region will
be first cropped and rectified from the input video frame,
based on perspective homographic transformation [20–22].
The detection of the whiteboard region can be performed
manually or using an automatic detection algorithm. Next, a
system calibration, which is the modeling of the illumination
axis and the whiteboard background, will be performed.
The resulting models will then be used to enhance the
rectified whiteboard image into a more visually appealing
and readable image. The full workflow of the proposed
framework is given in Figure 1 and its major components,
the system calibration and quality enhancementmodules, are
discussed in the following sections.
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Figure 1. Flow chart of the proposed method.

3.1 System Calibration
The system calibration module of the proposed framework
is used to estimate the whiteboard background luminance
as well as the scene’s color information. The estimation is
performed according to the linear mathematical model of
shading and illumination axis estimation methods proposed
by Tomazevic et al. [23] and Park et al. [24], respectively.

3.1.1 Whiteboard Background Luminance Estimation
In the linear shading model, the actual image captured
by a camera I(x, y) is defined as in Eq. (1), where the
shading-free image and the shading multiplicative and
additive components are denoted as U (x, y), SM (x, y) and
SA(x, y), respectively. Since whiteboards are physically built
to be uniformly white, the additive component can be
removed from Eq. (1).

I(x, y)=U (x, y)SM (x, y)+ SA(x, y). (1)

According toZhang et al. [25], if the rectifiedwhiteboard
is divided into small rectangular cells, then a significant
number of pixels in each cell belong to the background.
Additionally the luminance of these background pixels, most
of the time, would have the highest values and would be
uniformly distributed in each cell. Therefore, the background
luminance of the whiteboard could be computed as the
collection of the luminances of the brightest pixels of all cells
in the rectified image. However, such models usually lead to
black hole artifacts whenever there is an object occluding the
whiteboard.

To avoid such artifacts, we could model the luminance
values of the entire whiteboard by fitting a polynomial
surface in the luminance space. The surface fitting is applied
by minimizing the sum square error of the function f , as
given in Eqs. (2) and (3).

F =min
∑
i

f 2
i (2)

where,

fi = ay3
i + bx3

i + cy2
i x

2
i + dyix2

i + ey2
i xi+ fy2

i

+ gx2
i + hyixi+ iyi+ jxi− zi (3)

and the 3D points {(xi, yi, zi)|i = 1, . . . , n}, xi, yi represent
the whiteboard cell coordinates and zi their respective
luminance values.

The proposed third degree polynomial surface is able
to accurately approximate the whiteboard luminance values

as long as there are not outliers. However, during the
presence of specular highlights, occlusions, and drawings the
least-square minimization technique leads to biased results.
An example of such results is given in Figure 2(b). To
avoid errors due to these types of outliers, we use a more
robust technique called Least Median Squares (LMedS). This
method aims to minimize the median rather than the sum of
squared errors:

F =min med
i=1,...,n

f 2
i . (4)

However, this cannot be solved with a closed solution thus
we have applied a Monte Carlo type minimization technique
proposed by Rousseuw et al. [26]. The procedure goes as
follows:

• Choose a sub-sample of p points from the whiteboard
background (p = 10 for a 3rd degree polynomial
surface).
• Estimate the surface using Eq. (2).
• Determine the median of squared residuals

Mj = med
i=1,...,n

f 2
i (pj, zj). (5)

• Repeat the previous steps N times and retain the
estimate pj for whichMj is minimal

where N is:
N =

log (1− P)
log (1− (1− ε)p)

(6)

where P is the probability that at least one of the N
sub-samples is a good set of points to model the surface and
ε is the percentage of outliers in the sample. However, [27]
pointed out that the LMedS efficiency suffers in the presence
of Gaussian noise. To compensate for this drawback the next
step is to carry a weighted least-squares procedure. First we
calculate the so-called robust standard deviation:

α̂ = 1.4826
√
Mj (7)

where Mj is the minimal median of squared residuals
(calculated in Eq. (5)) and the constant 1.4826 is a coefficient
to achieve the same efficiency as a least-squares method in
the presence of only Gaussian noise and no outliers. Finally
we fit the surface using weighted least-squares method and
the robust standard deviation α̂, thus:

F =min
p

∑
i
wi f 2

i (8)

where,

wi =

{
1 f 2

i ≤ (2.5α̂)
2

0, otherwise.
(9)

The described new median based weighted minimiza-
tion method is able to ignore outliers as well as the effect
of Gaussian noise from the input image. The surface fitting
results, provided in Fig. 2(c), show the accuracy of the new
method for fittingwhiteboard luminance surfaces even in the
presence of specular highlights.
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(a) (b) (c)

Figure 2. Whiteboard surface fitting results. The result shows that the simple least-square minimization method fails to correctly fit the luminance of the
outlier regions, whereas the proposed method accurately fits the whiteboard luminance surface (mesh surface), shown in Fig. 2(a), even with the presence
of highlights. (a) Captured whiteboard image with two strong specular reflection areas. (b) Three attempts to model the luminance using least squares,
along the dashed lines of (a). (c) Proposed LMedS results of the whiteboard surface.

3.1.2 Whiteboard Background Color Estimation
Whiteboards are mostly smooth white surfaces with some
shaded regions. If the color values of whiteboard image
pixels are visualized in the sRGB color space, they should
ideally form a cloud of points surrounding the neutral gray
axis [28]. However, in reality, the points form a contained
ellipsoidal distribution with its semi-major axis oriented
around illumination axis el [24] which is defined by the color
of the scene dominant illuminant (see Figure 3(b)).

In case of a single illuminant, the axis of illumination can
be estimated as the intersection between two planes which, in
our case, are red versus blue (rb) and green versus blue (gb).
A plane is mathematically defined using the slope-intercept
formula. Therefore, the slope and intersect values of the two
planes (mrb,mgb, crb, cgb) that best approximate the Ri, Gi
and Bi color values of the whiteboard pixels can be computed
by a least-square optimization of the two functions given in
Eq. (10).

R1 1
R2 1
...

...

Rn 1


[
mrb

crb

]
=


B1

B2
...

Bn



G1 1
G2 1
...

...

Gn 1


[
mgb

cgb

]
=


B1

B2
...

Bn

 .
(10)

The intersection of the resulted planes, given the B
values, is computed based on Eq. (11) and example results
are presented in Fig. 3(c). The computed intersection is
the representation of the whiteboard background color
orientation.

R=
B− crb
mrb

and G=
B− cgb
mgb

. (11)

The illumination axis orientation vector Ee can be further
computed based on the color of the illuminant and the
darkest color of the illumination axis, as given in Eq. (12).
The color of the illuminant We and the darkest color Ble
are calculated by intersecting the illumination axis with the

surfaces of RGB color cube and computing the color value
with single channel saturation and lowest intensity values,
respectively. The equations used for the computation are
given in Eqs. (13) and (14).

Ee=
We−Ble
‖We−Ble‖

(12)

We =



Wr =

(
1,

mrb+ crb− cgb
mgb

,mrb+ crb
)

if max(Wr )≤ 1

Wg =

(mgb+ cgb− crb
mrb

, 1,mgb+ cgb
)

if max(Wg )≤ 1

Wb =

(
1− crb
mrb

,
1− cgb
mgb

, 1
)

if max(Wb)≤ 1

(13)

Ble =



Blr =
(

0,
crb− cgb
mgb

, crb
)

if max(Blr )≥ 0

Blg =
( cgb− crb

mrb
, 0, cgb

)
if max(Blg )≥ 0

Blb =
(
crb
mrb

,
cgb
mgb

, 0
)

if max(Blb)≥ 0.

(14)

3.1.3 Pen-stroke Color Estimation
Similar to the whiteboard color, the dry-erasemarker color is
also dependent on the intensity and color of the illuminant.
Hence, the pen-stroke colors can be as well modeled around
the illumination axis. Figure 4 is provided as an example for
our assumption. As is shown in the figure, the RGB values
of the pen-stroke colors are distributed and concentrated
around the illumination axis. Therefore, the color and
lightness components of any pen-stroke color on a given
whiteboard can be mathematically modeled according to the
illumination axis discussed in the previous sections.
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(a) White board scene (b) Neutral gray axis (c) The illumination axis

Figure 3. Whiteboard background color estimation. The figures show that from the whiteboard background pixels (a) a color cloud can be estimated (b).
However it is not aligned with the neutral gray axis (blue line in (b)). On the other hand, the proposed illumination axis (the black line in (c)) is able to align
with the color cloud.

(a) White board image (b) Segmented pen-stroke (c) Pen-stroke colors

Figure 4. Pen-stroke color segmentation and their representation in RGB color space. The black line in the RGB cube plot represents the illumination axis.

The lightness value Le of a given pen-stroke point
Fe = [Re,Ge,Be] in the RGB color space can be computed
as an orthogonal projection of its vector EFe onto the
illumination axis Eei as given in Eq. (15). The chroma of the
pen-stroke color, on the other hand, is represented as the
shortest distance to the illumination axis. This is calculated
as the euclidean norm of the vector rejection Ece, defined
by Eq. (16), of the color vector EFe. The computed vector
projection and rejection components can be combined later
to generate the original vector, EFe = Ece+ ELe (see Figure 5(a)).

ELe = (EFe.Eei)Eei (15)
Ece = EFe− ELe. (16)

The hue component of a pen-stroke color can also
be represented in terms of the illumination axis. Unlike
the lightness and chroma components the hue angle is
computed by shifting and transforming the pen-stroke and
illumination colors RGB values EFe = [Re,Ge,Be] and We to
rg chromaticity space, so that the illumination axis starts at
the origin (see Fig. 5(b)). The used transformation formulas
are given in Eqs. (17) and (18).

rf =
R′e

R′e+G′e+B′e
gf =

G′e
R′e+G′e+B′e

(17)

where F ′e = Fe−Ble

rw =
R′w

R′w +G′w +B′w
gw =

G′w
R′w +G′w +B′w

(18)

whereW ′e =We−Ble .

(a) (b)

Figure 5. Computation of pen-stroke color components with respect to
the illumination axis. (a) Chroma and lightness computations and (b) hue
angle computation in the rg chromaticity space.

The hue value He in the resulted rg color space is
then given by Eq. (19), which is the representation of the
angle of the chromaticity values with respect to the shifted
illumination axis white valueW ′e as the rotation axis.

He = arctan
gf − gw
rf − rw

. (19)

3.2 Quality Enhancement
The system calibration module of the proposed method,
discussed in the previous sections, models the pen-stroke
color, illumination, and background color of the detected
whiteboard. The resulting models can be applied to enhance
the appearance of the overall whiteboard image as well
as increase the readability and visibility of the pen-stroke
texts and diagrams drawn on the whiteboard. The image
enhancement module of the proposed framework (Fig. 1)
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Figure 6. Flow chart of the image enhancement module of the proposed
method.

aims to accomplish such tasks. Given the image cells, the
background model and the masked pen-stroke obtained
from the previous module, the image enhancement module
lighten the whiteboard by rotating the color clusters toward
the neutral gray axis. It also contains a contrast enhancement
method to increase the contrast of the whiteboard image
together with a color warping method which is intended
to enhance the visibility of pen-stroke color content. The
processing flow of the module and its main components are
depicted in Figure 6 and their detailed description is provided
in the following sections.

3.2.1 Contrast Enhancement
As is known, contrast is one of the determining factors of
image appearance and quality. To have a more appealing
and visible whiteboard image, enhancing the contrast
and lightening the background is necessary. The contrast
enhancement was able to be achieved by rotating the
artifact free whiteboard image contents and background
color clusters toward the neutral gray axis. The rotation is
based on color cluster rotation technique [28], which enables
us to create a rotation matrix based on the illumination axis
Eei and the neutral gray axis Ewi given by (

√
3/3)[1, 1, 1] in the

RGB color space.
The Rodrigues rotation formula [29], given in Eq. (21),

is used to generate the rotation matrix ER3 for a φ angle
rotation around the normalized unitary vector EK . The angle
of rotation φ and the rotation axis EK are in turn computed
as a dot product and a normalized cross product of the
illumination axis Eei and Ewi as shown in Eq. (20).

EK =
Ewi×Eei
‖ Ewi×Eei‖

cos (φ)= Ewi · Eei (20)

ER3(φ,K )= EI3− sin (φ)K + (1− cos (φ))K 2 (21)

where, EI3 is the 3 × 3 identity matrix and the cross-
product vector K in a matrix form of the normal vector
K= [kx , ky , kz ] is given by Eq. (22).

K =

 0 −kz ky
kz 0 −kx
−ky kx 0

 . (22)

Finally, the resulting matrix is applied to rotate the
whiteboard image and estimated background color clusters
at the origin of the color space Pc by first translating
the colors to the origin using the black value Ble of the
illumination axis, given in Eq. (14). To further enhance

the contrast and whiten the whiteboard background, each
cell of the whiteboard image is scaled according to the
estimated background F . Therefore, the rotated pixel values
Pcnew and the scaled values Pcw are mathematically expressed
as follows.

Pcnew = ER3(φ,K ) · (Pc −Ble) (23)

Pcw = min

(
1,

Pcnew
ER3(φ,K ) · (F −Ble)

)
. (24)

3.2.2 Pen-stroke Color Identification
The described conversion of the whiteboard background
to a lighter color and the contrast stretching methods lead
to more enhanced image results. However, the pen-stroke
colors sometimes appear to be washed out and less saturated.
We find that further enhancement and correction of the
pen-stroke color lightness and saturation attributes are
essential for getting more visually appealing and readable
whiteboard contents. To be able to do such enhancements,
the pen-stroke colors present in the considered whiteboard
image have to be first detected and identified.

We first extract the pen-stroke pixels from the white-
board image using the foreground mask, which is created
by further refinements of the pen-stroke mask (described
in the previous System Calibration section). The mask is
refined based on further segmentation of the pen-stroke
mask of each image cell according to Otsu’s thresholding
method [30] and ignoring connected components that are
smaller than one cell. We assumed that a normal pen-stroke
would normally cover at least two consecutive cells.

Once the pen-stroke pixels are detected and extracted,
we have performed an automatic identification of the color
of the existing pen-stroke pixels in the whiteboard image.
The color identification is performed in the chroma and hue
space, discussed in the System Calibration section. Among
the pen-stroke pixels, those with a chroma value greater than
the chroma thresholdTch, which is themean value of the 10%
highest chroma values, will be selected. The hue angles of
the selected pixels are then computed, using Eq. (19), and
their hue distribution is analyzed in an unfolded angular
histogram of hue. The most frequently appeared hue values
would appear as peak values in the hue histogram. Themajor
hues in the extracted pen-stroke pixels are then selected
accordingly and the pen-stroke pixels which have hue values
closer to these hues will be identified.

This type of hue histogram and chroma only thresh-
olding method usually fails to detect black pen-stroke pixels
because they do not have hue and their chroma values are
normally very low. Therefore, their tendency to form peaks
in the hue histogram is low. However, black pen-stroke pixels
also have very low lightness values and the combination of
chroma and lightness thresholding will lead to an accurate
black pen-stroke pixels identification. Therefore, from the
first detected pen-stroke pixels, we have chosen the black
pixels by selecting the ones with less lightness and chroma
values than the chroma and lightness thresholds computed
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as the mean value of the 10% lowest chroma values and
mean value of the lightness of the pixels with the 10% lowest
chroma values.

3.2.3 Color Warping
As discussed in the Introduction, professionally uncontrolled
video acquisition with low dynamic range devices usually
leads to color clipped and desaturated whiteboard pen-
stroke content. According to related perceptual studies, less
saturated contents are also found to be less appealing than
the well-saturated ones [31]. To that end, the final stage of
the proposed method is intended to the enhancement of the
saturation and lightness values of the identified pen-stroke
pixels as well as the background pixels of the rectified
whiteboard image. To have a more perceptually appealing
result, the RGB values of the pixels corresponding to these
lightness and saturation values are transformed to new and
more appropriate values in the sRGB color space. We have
applied a method known as color warping [32] in order to
accomplish such types of RGB value transformations.

Color warping is an image processing technique which
transforms a set of source color values to another set of
destination color values such that:

• Colors close to a given source color mapped close to the
corresponding destination color.
• Colors that have the same distance to two source colors
are influenced equally by the two source/destination
pairs.
• Colors are influenced more by closer source colors.

In our case, the pen-stroke colors together with the
background pixel colors computed in the previous sections
are considered as source colors (PcS). The destination colors,
on the other hand, are created by projecting the source colors
into those of more appropriate saturation and lightness
values, using Eq. (25).

PcD = β1Le(i)Eei+β2Ce(i)Eci (25)

where, Le, Ce, Eei and Eci are the lightness, chroma, the
normalized projected vector of the neutral gray axis and
normalized rejected vector, respectively. Additionally, the
β1 and β2 values are set to be 0.75 and 3.0 for colored
pen-stroke pixels and 0.75 and 0.0 for black pen-stroke
colors, respectively. The values are chosen in such a way
that the colored pixels are paired to more saturated and
contrasted colors, whereas the black pixels are paired with
stronger blacks. The background pixels, on the other hand,
are mapped to destination neutral white ([1, 1, 1]).

Finally, the input pixel colors Pcw are warped to the
computed destination colors Pcwarped according to Eq. (26).
Where i ranges from 1 to the number of pixels in the source
and destination sets (N ). The two weighting values w1 and
w2, on the other hand, represent the normalized inverse
distance between the input color and the ith source color and
the exponential function of the distance which corresponds
to a normal distribution with a standard deviation α.

Mathematically, they are computed as in Eqs. (27) and (28),
where the variables di and δ(i, imin) represent the euclidean
distance between the input pixel color and the ith source
color and the Kronecker delta function, respectively. The
Kronecker delta is a function of two variables and returns 1 if
the variables are equal, and 0 otherwise. imin in our method
is determined as the index of the source color which is more
closer to the input color.

Pcwarrped = Pcw +
N∑
i=1

w1(i)w2(i)(PcDi− PcSi) (26)

w1(i)=


1
di∑N
i=1

1
di

, if min (di) > 0

δ(i, imin), if min (di)= 0

(27)

w2(i)= e
−d2

i
2α2 . (28)

4. RESULTS ANDDISCUSSION
As discussed in our Introduction, a number of quality degra-
dation occur during the reproduction process of whiteboard
contents. Over the yearsmany quality enhancementmethods
were proposed to address the problem. As we explained it
in our literature review, we find the methods proposed by
Gormish et al. [13] andZhang et al. [25, 33] to bemore related
to the proposed method.

Therefore, to show the significance of the improvements
of our approach compared to the aforementioned methods,
we have conducted a series of evaluations. First we have done
a visual comparison of the enhanced results of the different
methods for some example whiteboard images. Later, we
have performed an extensive subjective evaluation of the
methods by means of a psycho-visual experiment. In both
evaluations, the image appearance of the enhanced images
was considered. The image appearance comparison is done
by evaluating the visual appeal, overall contrast, and color
reproduction accuracy.

The implementations of the methods proposed by
Gormish et al. [13] and Zhang et al. [25, 33] were done
as per the descriptions provided by their respective papers.
We used the default parameters given in their papers to
process the experimental images. The process and the results
of our visual and subjective evaluations are discussed in the
following section.

4.1 Visual Evaluations
As a preliminary evaluation, we go through the evaluated
method results of some example images and visually
compared their qualities.

Let us take an image containing some writing text.
In most of the cases, all the methods generate discernible
contents as shown in Figure 7. However the method of
Gormish et al. creates discontinuities in the pen-stroke lines
when their Canny edge detector is not able to properly
segment the pen-strokes. Furthermore, in some cases it
introduces a color change for saturated pen-stroke content
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(a) Input image

(b) Proposed method

(c) Gormish et al.

(d) Zhang et al.

Figure 7. Example enhancement results. Our proposed method results in
a better contrast while preserving more details.

(see Fig. 7(c)). Another thing to consider is that greenmarker
pen-stroke is normally not as saturated as the other colors,
thus, in these cases, the method of Zhang et al. leads to loss
of details and less legibility (See Fig. 7(d)).

Now let us see an image with both writing and drawing
contents. As it can be seen in Figure 8, our proposed method
results in a sharper, higher contrast, and more saturated
image than the other methods. Our result has a bright and
more realistic background and the contrast between the
background and the pen-stroke colors is much higher. The
pen-stroke colors are reproduced more accurately and with
more saturation, as it can be seen in Fig. 8(b). The method
by Gormish et al. also results in a good contrasted image and
saturated pen-stroke colors. However, the method tends to
introduce color shifts and some visually disturbing artifacts.
For example, in Fig. 8(c), the method enhances the borders
and certain areas of filled image regions creating visually
discomforting holes. This is mainly due to the limitations of
the Canny edge detectormethod included in their algorithm.
There are also visible random color variations between the
pen-stroke pixels and also white halos appear around the
letters which are undesirable effects from their enhancement
curve and segmentation methods. The method by Zhang
et al., on the other hand, gives lower contrast between the
pen-stroke color and the background. The pen-stroke colors
are more desaturated and the colors are completely changed
in some parts (see the colors of the rectangular boxes in
Fig. 8(d)).

4.2 Subjective Evaluation: Psycho-visual Experiment
According to our initial impressions from the examples
presented in the previous section, the proposed method
seems to show a significant improvement over the evaluated
state of the art methods. To validate whether the results of
our method actually are, according to perceptual principles,
different from previous methods, we have performed two

(a) Input image

(b) Proposed method

(c) Gormish et al.

(d) Zhang et al.

Figure 8. Example enhancement results. The result of the proposed
method looks more real and visually appealing.

psycho-visual experiments under two different circum-
stances:

• Letters experiment: the whiteboards contain only thin
pen-stroke (writing). (See Figure 9(a)–9(d).)
• Figures experiment: the whiteboards contain both thin
pen-stroke and painted figures. (See Fig. 9(e)–9(h).)

The methodology used for both experiments is called
pair comparison in which observers judge quality based
on a comparison of image pairs, and the observer is asked
which image in the pair is the best according to a given
criterion [34]. In our experiment, the observers judgment
was made based on their overall preferences according to
the color appearance as well as readability of the contents.
The method was chosen due to its simplicity. The fact that
we only needed few number of stimuli and compared few
enhancement methods, observers were able to complete
both experiments in a short period of time with no stress
and fatigue. In the experiments the observer is forced to
make a decision and cannot judge the two images as equals
(forced-choice). Participants were shown whiteboard images
of the same scene processed in three differentways (using our
proposed method, Gormish et al. [13] and Zhang et al. [25,
33]), and the input image itself. During both experiments,
the observers were asked to choose one of the paired images
which they thought was more visually appealing.

4.2.1 Experimental Procedure
For our experiments, we have created two whiteboard
image databases: one contains whiteboard images captured
in rooms without windows and controlled lighting (the
room lighting depends on a single illuminant) and the
other contains images captured in different classrooms,
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Figure 9. The input experimental stimuli used for the subjective evaluation
of the proposed method. Stimuli (a)–(d) and (e)–(h) are half of the original
input stimuli used for experiment figures and letters, respectively. All the
input stimuli are generated by cropping the whiteboard section of the
captured images.

study rooms, and offices of Gjøvik University College with
windows (the lighting conditions are affected both by lamps
installed in the room and daylight). We captured our images
using a USB3 Vision Flea3 camera, from the company Point
Grey, at a spatial resolution of 4096× 2160 pixels. The Flea3
is a high resolution camera with a maximum frame rate of
21 fps and it uses a CMOS Sony IMX121 sensor with a pixel
size of 1.55 micrometers.

From all the images of the two databases, we select
eight sets of test images which contain only handwritten
texts for the first experiment and another eight sets of
test images containing both handwritten texts and drawings
using different colored markers for the second experiment.
Some of the original input experimental stimuli are presented
in Fig. 9.

We have a total of 18 non-expert observers volunteered
for each experiments. Both experiments were conducted
in the same experimental room with the same lighting
condition. We also make all our observers to take the
test on the same desktop computer. The Dell Inspiron 546
desktop computer with a 20-inch, 16:9 wide screen and high
definition Dell monitor of sRGB color gamut was used. Also,
to run the pair comparison methodology, QuickEval, which
is the web-based psychometric evaluation tool provided by

Table I. JOD scores of the letters experiment.

Lower JOD limit JOD score Upper JOD limit

Original 0 0 0
Proposed method 1.7256 2.0089 2.3578
Gormish et al. −1.0253 −0.4818 0.0581
Zhang et al. −2.5442 −2.0070 −1.4348

Table II. JOD scores of the figures experiment.

Lower JOD limit JOD score Upper JOD limit

Original 0 0 0
Proposed method 1.121 1.4588 1.7522
Gormish et al. −0.3421 0.2390 0.8003
Zhang et al. −1.8072 −1.2496 −0.7077

the Norwegian Color and Visual Computing Laboratory, is
used.

The selection of each observer is stored in an n × n
frequency matrix (where n stands for the number of
evaluated methods) in which the value 1 is stored in row i
and column j of the matrix when reproduction of method
i is selected over reproduction of method j. Finally, the
percentage frequency matrix is computed by averaging the
frequency matrix of all the participated observers and stored
for further analysis. If there is a reference condition, such as
a non-distorted image, it should be put in the matrix as the
first condition in the first row and column.

4.2.2 Experimental Results
The results of the subjective experiments were analyzed
by estimating which portion of the population will select
one method over another. To do this, pairwise comparison
data was scaled in Just-Objectionable-Difference (JOD) units
(Tables I and II) under Thurstone Case V assumptions [34],
where the difference in 1 JOD unit corresponds to 75%
of observers selecting one algorithm over another. To
scale the pairwise comparison data in JOD units, we
applied Maximum Likelihood Estimation (MLE) method of
Perez-Ortiz andMantiuk [35] which is based on the classical
method of Sylverstein and Farrel [36]. The error bars in
Figure 10 denote 95% confidence intervals computed by
bootstrapping. One thing to take in mind is that absolute
JOD values are arbitrary and only the relative differences
are relevant. (That is the reason why we assign to the first
condition (original images) in Tables I and II a fixed quality
value of 0 but for Fig. 10 we assign positive values instead.)

The values show that the proposed method’s results
were preferred more than that of all the other methods for
both experiments. The results of the method proposed by
Gormish et al. were preferred more than the original images
for the figures experiment but not for the letters experiment.
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(a) Letters experiment

(b) Figures experiment

Figure 10. Visualization of the scaling results and confidence intervals
for the chosen dataset. Note that there is no confidence interval for the
first condition, as this is always set up to a fixed value (since scores are
relative).

The results of Zhang et al.’s method, on the other hand, were
the least preferred in both experiments.

We have to be careful not to use the calculated
confidence intervals to infer statistical significance of the
quality difference. Since all conditions are ‘‘linked’’ to each
other by pairwise comparisons, changing the value of one
condition will ‘‘push’’ the values of all directly or indirectly
linked conditions. This correlation between conditions can
be captured in a covariance matrix 6. If we want to reject
H0 that the difference in JOD scores between two conditions
is 0, we need to compute the variance for that difference [35].
As we can see from Figure 11, we can determine that, with
the exception of theOriginal-Gormish pair, the difference for
any pair of conditions was statistically significant.

We decided to test the methods performance under
different lighting conditions. For that purpose the datasets
were divided between the images captured in rooms with no
windows (controlled illumination) and the images captured

(a) Letters experiment

(b) Figures experiment

Figure 11. Graphical representation of the scaling. Red points represent
conditions, and they are only connected to their neighbors, as these are
usually the comparisons in which we are most interested. Blue solid lines
represent statistically significant differences, as opposed to red dashed
lines.

in rooms with windows (the illumination condition is
affected by daylight). As we can see in Figures 12 and 13, the
results of our method and the results of Zhang et al.’s method
remained consistent in both types of illuminations compared
to the previous experiment. On the other hand, the results of
the method proposed by Gormish et al. seem to be affected
by the change in illumination, becoming even less preferred
in rooms with uncontrolled illumination.

In summary, the method of Gormish et al. showed
a great variability in its results. Since the method usually
generates results with higher contrast between pen-stroke
and the background of the whiteboard, there were some
instances where the reproductions of Gormish et al. lead
to preferred results over the other methods. However, its
reliability on segmentation for the enhancement process
resulted in images with diminished legibility. Their S-
shaped enhancement curve also resulted in images with
over-saturated (and sometimes altered) colors that looked
unnatural and unpleasant for the observers. Generally, from
the experimental results, we were able to observe that the
performance of their algorithm depends on the type of
contents and scene contrast. The method generates better
results for lines than filled shapes. It also usually performs
better when the lines in the whiteboard have strong contrast
relative to the background.

However, the variability of observer responses for the
results of Zhang et al.’s method is found to be low. This
means that the observers consistently prefer the results of
the other methods over the results of Zhang et al.’s method.
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(a) Letters experiment in rooms with no windows

(b) Letters experiment in rooms with windows

Figure 12. Visualization of the scaling results and confidence intervals
for the chosen dataset.

Their method has a tendency of producing images with
low contrast and contents which are almost indiscernible,
which is usually the result of their enhancement method that
increases the lightness and the uniformity of the background
while reducing the saturation of the pen-stroke content.

5. CONCLUSION
The problem of whiteboard content appearance and quality
degradation, which mainly occurs during the acquisition
process of videoconferencing systems, is considered. A
review of several approaches applied to overcome such
problems and a discussion of their respective advantages
and limitations is presented. Furthermore, we have proposed
a novel post-processing approach which is designed to
enhance the perceptual appearance of a whiteboard image as
well as its contents. The proposed method first extracts and
rectifies the whiteboard image from a given video frame and
models the perceptual appearance of the scene illumination,
the whiteboard background, and the pen-stroke colors of the

(a) Figures experiment in rooms with no windows

(b) Figures experiment in rooms with windows

Figure 13. Visualization of the scaling results and confidence intervals
for the chosen dataset.

whiteboard contents. The resulted models are then used to
enhance the contrast and color saturation of the whiteboard
image. The method enhances the contrast and lightens
the whiteboard background by rotating the corresponding
whiteboard image color clusters toward the neutral gray axis.
The visibility of pen-stroke color content was also further
enhanced through a method called color warping. Finally,
the significance of the proposed method’s appearance and
legibility enhancements relative to the input image as well
as other state of the art methods’ results were visually and
psycho-visually evaluated and confirmed.

6. FUTUREWORK
As we have shown in the results section, the proposed
method is able to significantly improve the performances
of other state of the art whiteboard content enhancement
methods. The method leads to more perceptually appealing
and readable whiteboard image results. However, themethod
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is only intended to consider one illumination condition and
the whiteboard detection process is performed manually.

Therefore, concerning the post-processing and enhance-
ment of whiteboard images, there is more to be done
in the near future. For example, we think that the color
saturation and contrast of the pen-stroke colors can be
even more increased while keeping the color fidelity of
the system using different hue preserving color image
enhancement techniques [37, 38]. Additionally, the use
of a more perceptually accurate, uniform and device
independent color space should be considered formost of the
enhancement operations. Such color space, usually leads to
more generalized solutions and more perceptually accurate
results than the device dependent sRGB color space.

The whiteboard detection method can also be fully
automated and the entire method can be extended to
be applicable in the presence of multiple illuminations
using multiple illuminant and their spatial distribution
estimation methods [39, 40]. Other additional features such
as correction of color clipped and over-exposed whiteboard
regions due to specular reflections can also be added for even
more enhanced and appealing results.
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