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Abstract. The procedures of white points detection and localization
are practically complex on noisy images. In this paper, we propose
an algorithm that detects and localizes white points on 3D film
images. The proposed algorithm uses the fast Fourier transform to
convert the binarized image into real and imaginary parts to obtain
the number of white points along the horizontal and vertical. We
determine the sorted coordinates of the white points by adding a
brute-force solution to the coordinates obtained from the real part of
the image. These sorted coordinates are obtained by subtracting the
error between the Euclidean distances of the normalized coordinates
along the vertical and horizontal direction. The proposed algorithm
with and without brute-force achieved an average detection ratio of
0.98 and 0.88 respectively, while the others underperformed. We
perform various experiments using the existing algorithms such as
template matching, thresholding, and an iterative method to validate
the performance of our algorithm. We also compare the rule-based
algorithms that detect and localize objects in noisy images with
the proposed one to determine the reliability of our algorithm. The
experimental results indicate that the proposed algorithm performs
better than the template matching, thresholding, and iterative
algorithm. c© 2022 Society for Imaging Science and Technology.
[DOI: 10.2352/J.ImagingSci.Technol.2022.66.3.030506]

1. INTRODUCTION
Industrially produced tools need an ad hoc observation
because they may harm personnel during operations. Close
observation of these tools can permit the determination
of their quality and use. The necessity to determine their
attributes allows the user to classify them as either good or
bad, proper or improper, perfect or imperfect, genuine or
fake, etc. 3D films are one amongmany industrially produced
tools that have multiple applications. Academically, they are
used for enhancing learners about the depth perception of
certain concepts presented through images [1]. They are
also used for medical devices when tracing bone fragments
in injured persons. They are also used in construction
fields for 3D reconstruction of demolished buildings by
simulations [2]. In general, they are used to bridge the gap
between human thinking and real-life situations. 3D printing
tools are realized in all undertakings due to their speed in
production, flexibility in implementation, and cost-benefit
analysis.
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White point detection problems on 3D films are not
common in the field of pattern recognition. The most
common problems stated in [3–5] include coin detections
and counting, detection of white cancer spots on the skin,
detection of multiple bright spots in an image, white dots
on black background, etc. These problems can practically
be solved by using edge detection methods, thresholding
techniques, color texture methods among others. Moreover,
there are various occasions where the mentioned techniques
fail to detect the designated object in an image. In this
paper, we present a problem concerning the detection of
white points on 3D films, where most of the rule-based
methods fail to achieve the desired goal. This problem
involves the detection and localization of white points on
the entire image. After points localization, for every opposite
and adjacent corner points we crop the recognized patterns
for future use in solving either machine learning or deep
learning problems. We also propose an algorithm that solves
the problem as shown in Figure 1.

Fig. 1, represents a 3D film image that consists of white
points to be detected and localized by the proposed algo-
rithm. Thewhite points are the intersections of the rectangles
that bear a star-like shape in the image. Additionally, the
image has varying intensities, making it to appear faded
or shiny at different points. Moreover, there is no clear
distinction between the points to be detected (object) and
the scene (background). Based on these limitations, the
presented problem cannot be easily addressed by most of
rule-based algorithms.

Various algorithms are developed to address computer
vision problems similar to the one at hand. Of many
approaches, template matching, contour, edge detection, and
iterative methods are popular frameworks for detecting and
localizing blobs on images [6]. Recently, various template
matching-based algorithms have been published in the field
of image processing such as white point detection and
white balance for color images [7], adaptive white point
extraction based on dark channel prior for automatic white
balance, and method and computer system of white point
detection [8, 9]. These algorithms are popular because
of their accurate prediction quality, reduced mathematical
complexities, and simple programming implementation.
Even though these algorithms have been reported to have
outstanding performance on detecting and localizing white
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Figure 1. White points to be detected on a 3D film and the patterns to be recognized.

points, they seem to be disadvantageous when applied to
highly contrasted images [10]. Use of these algorithms in
noisy images can result in poor detection and localization of
the white points that may lead to serious problems in devices
or tools manufacturing.

We are interested in developing an automated system
that assesses and evaluates a 3D film printing robot that
designs various patterns and prints them on canvases for
spacecraft, airplanes, modern houses, car interior design and
decoration. For the printed canvases, there might be both
regular and irregular patterns that lead to the acceptance or
rejection of the printed 3D films. In this study, we develop
and implement an automated multi-camera system with
four cameras that assess and evaluate four 3D films as
per standards. The assessment deals with every individual
pattern in a large 3D film based on their histograms of
the intensity pixel values. The evaluation deals with the
whole large 3D film by classifying it as either good or
bad provided that there exists single or many patterns to
make it being accepted or rejected by the producer. In
this paper, we eliminate the varying contrast problem by
applying histogram equalization and adaptive thresholding.
We also eliminate the varying column width problem using
a fast Fourier algorithm that localizes the detected white
points on a 3D film. The image processing techniques
eliminate the noise on an image and detect the white points,
and the fast Fourier approach with brute-force algorithm
localizes the white points based on a distance filter (d)
and minimum error of the euclidean distance between the
normalized coordinates and the rounded off coordinates
which is subtracted from the coordinates obtained through
the fast Fourier. The brute-force algorithm lists all the
possible candidates of the coordinates from the unsorted
coordinates based on the distance filtersminus theminimum
error from the euclidean distances. From the combined
algorithms, we further detect and localize the white points on

the 3D films. The proposed algorithm detects and localizes
the white points using the coordinates which are used to
crop the recognized pattern even though the lengths of the
patterns are irregular. Based on camera calibrations, the
robot can produce regular and irregular star-like rectangles
in a large 3D film whose length and width are not uniform.
Thus, in this paper, we are interested in determining the
points of intersections of every star-like rectangle in the
entire image. The rest of the procedures and evaluation will
be presented in the future versions of this paper with both
rule-based, machine learning, and deep learning algorithms.

This paper is organized as follows. In Section 2, we
describe the related works that are based on the methods for
the detection and localization of white points. In Section 3,
we describe the proposed algorithm, which is based on
histogram equalization, adaptive thresholding, and a fast
Fourier transform. In Section 4, experimental results for
various rule-based algorithms are discussed and followed by
the conclusion in Section 5.

2. RELATEDWORKS
The easiest method to address white point detection
problems is the template matching algorithm. This method
requires a predefined feature to be used for detection
and localization [11]. This category of algorithms use
the spatial relationship of the template and the input
for matching. They work on the assumption that the
environments are always standard and constrained such
that the datasets are free from noise [12]. Additionally,
they allow easy computations because they use correlational
procedures in their implementations. Even though they
have promising performances in addressing these problems,
their performance is questionable when subjected to noisy
datasets [13].
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To address the limitations experienced by the template
matching algorithm, the histogram of the oriented-gradients
algorithm is required. It is a technique that counts the
frequencies of the gradient orientation in the localized
segments of the input image [14]. This method works
as similar to scale-invariant feature transform and edge-
oriented histograms. This method performs better than
the template matching algorithm because it uses uniformly
spaced cells and normalized local contrast values to detect
the objects on an image. The algorithmhas a lot of advantages
but is impractical for rotated images.

For fixed object sizes with known shapes, the iterative
algorithms are suitable. The iterative algorithms are math-
ematical procedures that use an initial value to generate
a sequence of approximate solutions for a problem in
which the nth approximation is derived from the previous
approximations [15]. They perform better in recognizing
patterns that have invariant column width sizes [16]. These
algorithms are not easily affected by noisy images because
they require a proper assignment of the initial point. Iterative
algorithms can outperform template matching algorithms
on object detection tasks depending on the nature of the
problem. These algorithms are also not suitable for rotated
images.

The other algorithm discussed in this excerpt is Hough
transform algorithm that finds imperfect instances within a
class of shapes by a voting procedure [17]. This procedure
requires a parameter space from which the candidates
are located as local maxima that explicitly computes the
transformation. The advantages of this algorithm are; it
detects lines, shapes, and objects using pixels lying on one
line. The algorithm performs better in detecting objects
however, it can miss the object caused by the misleading
of multiple lines aligned on one another. Additionally, the
mislead can be caused by the detected lines being infinite
lines as described by the image size and other parameters,
rather than finite lines with defined endpoints [18].

Of late, the most trending algorithms for objects
detection and pattern recognition are the neural networks.
Neural networks are mathematical models that use learning
algorithms inspired by the brain to store information [19].
They use a set of neurons with mathematical computations
for feature extraction to determine the expected pattern of
the object [20]. The algorithms are used widely in science
and engineering because of their efficiency and reliability in
performing various computer vision tasks. Neural networks
offer many advantages, including requiring less formal
statistical training, the ability to implicitly detect complex
nonlinear relationships between dependent and independent
variables, the ability to detect all possible interactions
between predictor variables, and the availability of multiple
training algorithms [21]. The main disadvantage is that they
are prone to overfitting, computational complexities, and
they are black-box in nature. Additionally, they require a lot
of data for the network to learn from the inputs for making
correct and proper predictions.

Other popular methods to solve this problem are
edge detection methods and thresholding methods. These
methods aim to identify points on an image at which the
brightness changes sharply [22]. These methods are simple
to implement but they are sensitive to noise images and
tend to be inaccurate. Additionally, the selection of the
threshold is not always straightforward, as these methods
involve a lot of trial and error. Of all the mentionedmethods,
including the ones to be used in the experimental section,
they seem to be limited in solving this problem. Based on the
existing drawbacks for the discussed algorithms, this paper
suggests a fast Fourier transform(FFT) algorithm that detects
and localizes white points on a binarized 3D film image
with an addition of a brute force algorithm. The essence
of the brute-force is to calculate the minimum error of
the euclidean distance between the normalized coordinates
and the rounded-off normalized coordinates. The proposed
algorithm detects the white points from the binary images in
the Fourier domain as explained in the next section.

3. PROPOSED ALGORITHM
The proposed algorithm stems from the challenge that the
existing rule-based methods still face some challenges for
detecting and localizing objects on noisy images. To tackle
the drawback mentioned thereof, we propose an algorithm
that detects all the white points along the horizontal and
vertical in a Fourier space. In this section we describe the
concepts of the Fourier space and the coordinates of thewhite
points.

Let I(i, j) be N ×N binarized image in spatial domain
whose frequency is sampled from Discrete Fourier Trans-
form (DFT) and is defined as F(k, l) in 2-dimension as
shown in Eq. (1):

F(k, l)=
N−1∑
i=0

N−1∑
j=0

I(i, j)e−2π t
(
ki
N +

lj
N

)
, (1)

where the exponential term is the basis function that
represents the sines and cosine waves with increasing
frequencies corresponding to each F(k, l) in the Fourier
space. The Fourier image can be re-transformed to spatial
domain I(i, j) using Eq. (2):

I(a, b)=
1
N 2

N−1∑
k=0

N−1∑
l=0

F(k, l)e2π t
(
ka
N +

lb
N

)
, (2)

where 1
N 2 is the normalizing term in the image re-

transformation from the Fourier domain to the spatial
domain.

Since the Fourier transform is separable, it can be de-
composed into two equations whereby the Eq. (3) represents
first transformation of the spatial image to an intermediate
image usingN one-dimensional Fourier transformations and
the Eq. (4) represents the transformation of the intermediate
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Figure 2. Procedures of the proposed algorithm.

image to the final image in a series of 2N one-dimension:

F(k, l)=
1
N

N−1∑
b=0

J (k, b)e−2π t
(
lb
N

)
, (3)

where

J (k, b)=
1
N

N−1∑
a=0

I(a, b)e−2π t
(
ka
N

)
. (4)

We reduce the complexity of the problem by applying fast
Fourier transform to deduce the N 2 one-dimension to
N log2 N . This procedure produces a complex valued output
image that can be displayed with two images either real part
and imaginary part with amplitude and angle phase. From
Eq. (4), we use the real part of the processed image because
the imaginary part is nearly zero and images are always
real-valued functions. We filter the white pixels of the real
part image along the horizontal Ix(x, y) and vertical Iy(x, y)
to determine the points of intersections of the signal lines
formed by white points:

Ix(x, y)=

{
255, J (k, b) > 0
0, elsewhere

, (5)

Iy(x, y)=

{
255, J (k, b) > 0
0, elsewhere.

(6)

The pixel coordinates are obtained by the intersection
of the resulting white lines in Eqs. (5) and (6) as shown in
Eq. (7):

(xid , yid)= (Ix(x, y)∩ Iy(x, y)), (7)

where i represents the position of the points of intersection on
an image, and d is the distance filter or sometimes referred to
as an order in the Fourier domain. From the unsorted points
(xid , yid) in the Fourier domain, we introduce a brute-force
solution which determines the minimum error between
the normalized euclidean distances between the normalized
coordinates and its rounded off coordinate values. The
procedures of the proposed algorithm is presented in the
following Fig. 1. The blocks in each step are labeled
sequentially such that every block is connected to the
previous for producing optimal solution.

The first block with ‘‘Input’’ has 3D film-colored images
which are converted to gray and stored in the second block.
The third block with ‘‘Histogram Equalization’’ enhances
the contrast of the gray-scale images in the previous block.
The essence of applying histogram equalization is to reduce
the manual labour in parameter settings when applying
thresholding techniques in the fourth block. The fourth
block with ‘‘Adaptive thresholding’’ binarizes all the input
images with constant parameters (block size and a constant
for weighted mean subtraction). In this block, a black and
white image is produced to allow the procedures in the next
block to take place. The fifth block with ‘‘white pixel count
row-wise and column-wise’’ allows counting of all white
pixels in each row and columnwhich will be used to estimate
the width of each block provided that the number of white
points is known and defined in every image. The block with
‘‘Estimation of Block width’’ uses the prior information from
every input image such that the height and width will guide
the determination of the number of white pixels in each row
and column. The block width will be determined by finding
the ratio between the width of the image and the number
of blocks in an image for horizontal (rows). A ratio between
the height of the image and the number of blocks along the
vertical (columns) will also be used to determine the block
height. The blockwith ‘‘Determination of (x, y)-values based
on the estimated block width’’ determines the x and y-values
based on the estimated block width in the total count of
the white pixels determined in the fifth block. The block
with ‘‘Determination of points of intersections’’ obtains the
points of intersections from the results in the seventh block
performing it iteratively along the horizontal and vertical to
determine the corner points of each block in the entire image
hereinafter referred to as unsorted points of intersection.
In the ninth block, we introduce a brute-force algorithm
that determines the minimum error between the normalized
points and the rounded off coordinate values from the eighth
block. In this block, we define brute force as a random
search algorithm that exhaustively searches by generating
and testing technique [23]. The significance of introducing
the brute-force is to determine the minimum error by listing
all possible candidates that will be used to determine the

J. Imaging Sci. Technol. 030506-4 May-June 2022



Mlyahilu and Kim: A fast fourier transform with brute force algorithm for detection and localization of white points on 3D film pattern images

Figure 3. The expansion of the brute-force in the 8th block of the proposed algorithm.

Figure 4. Grayscale image for experimentation.

Table I. Mathematical notations.

Symbols Definitions

Rc Row count obtained direct from the image
Cc Column count obtained direct from the image
Cw Column width
Rw Row height
x̂n Normalized x -value coordinates
ŷn Normalized y -value coordinates
i and j Any arbitrary constants obtained in a binary image

minimum error. The extension of the ninth block in Figure 2
is shown here below.

The algorithm for the brute-force has 7 blocks staring
with ‘‘parameter initialization’’ to ‘‘sorted points’’. The first
block starts the program by initializing the minimum
error to zero, minimum x- and y-coordinate values, and
maximum x- and y-coordinate values based on the unsorted
coordinates in block eighth of the proposed algorithm. The
second block with ‘‘Row and Column counts’’ determines
the number of rows and columns that the image has based
on image dimensions. The third block with ‘‘Number of

Columns for an Image’’ defines an if-else condition that if
the number of columns in the entire image is equal to 1 the
program ends with just four coordinates else if the number of
columns is greater than 1, the program calculates thewidth of
each column and row storing the results in the fourth block.
The fifth block of the brute-force performs normalization of
the points of intersections in the eighth block in the proposed
algorithm by using the column width and row heights to
determine the normalized coordinates. The sixth block sums
the Euclidean distances between the normalized coordinates
and the rounded-off coordinates to determine the minimum
incremental error. This error is subtracted from the unsorted
coordinates in the eighth block of the proposed algorithm
as shown in Figure 3. The last block with ‘‘sorted points
of intersections’’ consists of coordinates from the eighth
block affected with the error calculated by the brute-force
in the ninth block yielding the accurate coordinates. The
pseudocodes for the extended algorithm is provided below
and the mathematical notations used are listed in Table I.

The main idea is to generate all possible dimensions of
the grid in every block given that each block has a different
size along the horizontal and along the vertical. Lastly, we
define the correctness of the proposed algorithm (DR) by the
ratio of the total correctly detected and localized points to the
total white points in the 3D film as shown in Eq. (8):

DR=
Detected points−mislocated points

Actual white points
. (8)

4. EXPERIMENTAL RESULTS ANDDISCUSSION
The experiments of this work were performed on a gaming
computer operating on Windows 10 installed with Python
3.8. The libraries used are Numpy, OpenCV, and Scipy
for pixel manipulation, image processing, and white points’
determination respectively. We used four different images to
justify the performance of our algorithm and compare it with
the other two rule-based algorithms.

We start the experiments by following the procedures
of the proposed algorithm; we convert the colored image to
gray to simplify the determination of the white points on an
image.

In Figure 4, the image is presented as a single channel
of a multichannel image by representing the amount of light
intensity as black and white. They are the monochrome
images that are exclusive of shades whereby, the weakest
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Figure 5. The gray image with its pixel distribution.

Figure 6. Histogram equalized image with its pixel distribution.

part becomes black and the strongest part becomes white.
We present the first three procedures as shown in the
proposed algorithm by presenting the distribution of the
gray, histogram equalization, and its distribution as shown
in Figures 5–7.

The gray-scale image’s distribution is determined and
then subjected to histogram equalization to standardize the
pixels’ intensity as shown in Figs. 5–7. From the top-right
position in Fig. 7, we count the total white pixels based
on a binarized image and apply a distance filter of order d
ranging from45 to 55 to determine the points of intersections
without brute-force algorithm. The following figure presents
all the results from different images with their respective
algorithms.

From Figure 8, the left side with images (a) and (c) are
subjected to all procedures of the proposed algorithm except
histogram equalization whose results are presented in the
right position with the image (b) and (d). The image labelled

with (b) indicates that the algorithm was able to detect and
localize all-white points except for the last column of the
image. Additionally, the proposed algorithm without image
processingwas not able to detect and localize thewhite points
in the third rowof the image labelled (d). This implies that the
images have varying intensities, which is why there are some
regions where the points are available but they are not easily
detected and localized. We present the comparison results of
one image against templatematching, the iterative algorithm,
proposed without brute force.

From Figure 9, the image labelled (a) represents the
input image and the rest from (b) to (d) represents the results
for template matching iterative method, and the proposed
algorithm without brute-force. The image in (b) shows that
the templatematchingmethodwas not able to detect all of the
white points because of a change in position and orientation.
The method in (b) was not able to detect all of the white
points in each row and column and was not able to localize
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Figure 7. Binary image of a gray image after the application of histogram equalization.

Figure 8. (a) and (c) represents input images, (b) and (d) presents the proposed algorithm without histogram equalization.

the correct position of the detected points. In this method, a
total number of 47 white points were detected in the entire
image but 10 white points only were correctly detected and
localized even though the total number of white points in
the entire image is 252. The method in (c) is easily affected

by images whose patterns have varying column width sizes
because during experimentation it was fixed to a size of
169 pixels. Method (c) and (d) were able to detect an equal
number of white points in the entire image but method (d)
performed better than method (c) however, it mislocated a
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Figure 9. (a) input image (b) points detected and localized by template matching, (c) points detected and localized by iterative method.

few white points in the last three columns of the image. It
should be noted that the centroid of the green circle should
be seen as a white point within the green circle and not
otherwise.

Our proposed algorithm performed better than the
other methods because it initially counters the nonuniform
contrast problem.Additionally, it applies a thresholding tech-
nique to filter the existing noise in the image signal. Then the
binarized image is transformed by a fast Fourier transform
to determine unsorted coordinates of the white points on the
3D film images. Lastly, the unsorted coordinates are filtered
by the minimum error of the normalized coordinates and
the rounded-off coordinates whose error value is subtracted
from the coordinates obtained by the fast Fourier algorithm.
The following figure compares the performance of three
different images for the proposed algorithms. The other
algorithms such as template matching, iterative algorithm,
proposed without histogram equalization are not included in
this figure.

From Figure 10, the images labelled as (a) up to (f)
represents the results from the proposed algorithm with and
without histogramequalization. The results are characterized
by green and yellow colored circles for the two compared
methodologies. For images (a) and (b), the green circles are
affected by the distance factor (order = 40) such that the
last two rows bear circles with missing the centroid (white
points). This indicates that the algorithm was able to detect

the existence of a white point but failed to locate the exact
position of a point on the image. The introduction of brute
force to the proposed algorithm nullified the negative impact
of the order in the fast Fourier transformed image and attain
outstanding results. Of all the above-extracted figures, the
yellow circles have centroids in themselves while few of the
green circles lack centroids.

We evaluated our proposed algorithm over different
images based on the number of white points detected on the
3D films, number of mislocated points, filter, and threshold.
Weused a constant threshold of 0.8 for the templatematching
algorithm to avoid feature overlapping. This situation is
influenced by varying intensities in every image. We also
used a column width of 169 for the iterative method and
a range between 40 and 50 for the rest of the algorithms.
The summary of the comparative results is shown in Table II
whose pictorial results are annexed in the appendix section
(Figures A.1–A.4). This table presents template matching,
iterative, proposed without brute-force, and proposed with
brute-force algorithms.

From Table I, the template matching algorithm detected
a few white points in the four images compared to the
rest of the algorithms involved in the experiments. Even
though the algorithm detected a few white points but it has
mislocated a few points too. The iterative method detected
many white points but has mislocated many of them on an
image depicting the worst performance of all the algorithms.
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Figure 10. Comparison between the proposed algorithm with and without a brute-force.

The proposed algorithm with and without brute-force has
comparable results such that the significance of adding a
brute-force reduced the mislocation of white points.

Based on the experimental results, we could establish
that the proposed algorithm has shown better results
compared to other methods regardless of the effect of
contrast and column width between the white points on

the image. Most of the methods were able to detect but
failed to properly locate the detected white points on the
digital images. The proposed algorithm can detect all white
points and correctly locate them on the image. Therefore, the
proposed algorithm can be recommended to solve problems
similar to this one.
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Table II. Evaluation of the methods for white points detection based on detection ratio.

Method Image Threshold/ Actual Detected Mislocated Detection
Filter points points points ratio

Template matching

1 0.80 252 47 10 0.15
2 0.80 270 108 17 0.34
3 0.80 270 189 112 0.29
4 0.80 270 109 9 0.37

Iterative method

1 169 252 221 201 0.01
2 169 270 221 204 0.01
3 169 270 221 189 0.12
4 169 270 221 204 0.01

Proposed method 1

1 40–55 252 252 37 0.80
2 40–55 270 270 11 0.96
3 40–55 270 270 24 0.91
4 40–55 270 270 22 0.90

Proposed method 2

1 40–55 252 252 3 0.99
2 40–55 270 270 4 0.98
3 40–55 270 270 3 0.99
4 40–55 270 270 1 0.99

5. CONCLUSIONS
We proposed an algorithm that detects and localizes white
points on 3D film images using the fast Fourier transform

with and without a brute force algorithm. The proposed
algorithm uses the fast Fourier transform to transform
a binarized image for obtaining the white points which
are unsorted because of the application of the distance
filter ranging from 40 to 55. The coordinates of the
white points were obtained by determining the points
of intersections of the coordinates of the white points
along the horizontal and vertical. The unsorted points
of intersection are then refined by using a brute force
algorithm that minimizes the error between the normalized
coordinates and the rounded-off coordinates as determined
through the algorithm. The proposed algorithm with a
brute force solution outperformed the one without brute
force by 10%. We performed various experiments using
the existing algorithms such as template matching, and
an iterative method to validate the performance of our
algorithm. The experimental results indicated that the pro-
posed algorithmperforms better than the templatematching,
and the iterative algorithm. Therefore, we recommend the
proposed algorithm for solving problems similar to this.
Based on the coordinates of the detected and localized
white points, we will extract the star-like feature rectangle
to evaluate their properties and categorize them into
various classes by using either machine learning or neural
networks.

APPENDIX.

Figure A.1. Template matching results from image 1–4.
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Figure A.2. Iterative method results for images from 1–4.

Figure A.3. Results for the proposed algorithm without brute force for image 1–4.
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Figure A.4. Results for the proposed algorithm with brute force for image 1–4.
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