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Abstract. This article describes modifications to the CIECAM02
appearance model based on the Hunt–Pointer–Estevez (HPE) matrix
together with a revised nonlinear luminance adaptation function. The
modified model removes the mathematical inconsistencies for both
the forward and the inverse models that occur with CIECAM02 for
highly saturated colors. The modified CIECAM02 can be considered
an interim solution for use in color management for cross-media color
reproduction before an updated version of CIECAM02 is developed by
CIE Technical Committee. The modified model, however, performed
0.3 CV units worse than the original in predicting visual data derived
by magnitude estimation, and an average of 1.3 CIELAB color dif-
ference units worse when predicting corresponding color data sets.dc 2013 Society for Imaging Science and Technology.
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INTRODUCTION
Since the recommendation of the CIECAM02 appearance
model1,2 by CIE TC8-01, Colour Appearance Modelling for
ColourManagement Systems, it has been used to predict color
appearance under a wide range of viewing conditions,1,2 to
specify color appearance and evaluate image quality in terms
of perceptual attributes,3–5 to quantify color differences,6 to
provide a uniform color space7 and to provide a profile con-
nection space for color management.8–10 However, many
problems have been identified9–20 and various approaches
have been proposed to modify the model to enable it to
be used in all practical applications. There are two main
problems. The first is the mathematical inconsistencies such
as the lightness, J, computation given by

J = 100(A/Aw)
cz. (1)

Throughout this article, the notations used are the same as
those in the CIE Publication 159:20041; hence they have the
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same meanings and thus

A= [2R′a + G′a + (1/20)B′a − 0.305]Nbb. (2)

Aw was shown to be positive21; A, however, can be negative.
In this case, the ratio (A/AW) in Eq. (1) is negative and
raising a negative number to the power cz is mathematically
undefined, which causes some unexpected computational
failures.

The second problem is the instability problem which
comes from the nonlinear post-luminance adaptation:

R′a =
sign(R′) ∗ 400(FL|R′|/100)0.42

27.13+ (FL|R′|/100)0.42 + 0.1

G′a =
sign(G′) ∗ 400(FL|G′|/100)0.42

27.13+ (FL|G′|/100)0.42 + 0.1

B′a =
sign(B′) ∗ 400(FL|B′|/100)0.42

27.13+ (FL|B′|/100)0.42 + 0.1.

(3)

Here, the sign function, sign(q), is 1 if q > 0, is −1 if q < 0
and is 0 if q= 0. The nonlinear function

f (q)=
sign(q)400(FL|q|/100)0.42

27.13+ (FL|q|/100)0.42 + 0.1 (4)

has an infinite slope when q= 0, which causes instability11,13

for the inverse CIECAM02 model.
Note that both problems comemainly from the fact that

R′, G′ and B′ can be very small, zero or negative. Let

p′ =
(

R′ G′ B′
)T
, g=

(
X Y Z

)T
. (5)

Here, superscript T is the transpose of a vector or matrix. Let
MCAT02 and MHPE be the CAT02 and Hunt–Pointer–Estevez
(HPE) matrix1,2 respectively, and it can be shown that20

p′ = DMHPEM−1
CAT023MCAT02g+ (1− D)MHPEg, (6)
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where D is the adaptation factor with a value between 0 and
1, and3 is defined by

3=

Yw/Rw

Yw/Gw

Yw/Bw

 . (7)

Note that Eq. (7) will have a problem if the value of Rw, Gw

or Bw is zero, which was noted first by Brill and Mahy.18 In
fact, if, for example, a purple test illuminant is used or, more
precisely, the test illuminant has chromaticity coordinates
located on the G = 0 side of the CAT02 triangle,11,13 then
Gw is indeed equal to 0.

Li et al.17,20 noted that if the CAT02 matrix is replaced
by the HPE matrix, Eq. (6) becomes

p′ = D3MHPEg+ (1− D)MHPEg. (8)

Furthermore, they showed that if the value of g for the input
sample (see Eq. (5)) has chromaticity coordinates inside the
domain (denoted by �CMF from now on) enclosed by the
CIE spectral locus and the purple line, then

MHPEg≥ 0. (9)

Hence, p′ in Eq. (8) is non-negative. In other words, R′,G′

and B′ are non-negative, which ensures that R′a, G′a and B′a
defined by Eq. (3) are not less than 0.1. Therefore, it follows
that A defined by Eq. (2) is non-negative, which ensures that
the lightness, J, defined by Eq. (1) is well defined.

Note that all the arguments above require the implicit
assumption that the chromaticity coordinates of the test
illuminant are located inside the domain �CMF; all real
illuminants satisfy this assumption.

To correct the instability, the nonlinear function, f ,
defined by Eq. (4) must be updated. Gill16 considered
linearizing the function at two ends. Let qL and qU be small
and large positive constants respectively. For a value of q
between the two constants, the function f is unchanged.
When q > qU , f (q) is replaced by a linear function fGU(q)
with fGU(qU) = f (qU) and the two functions have the same
derivative at the point qU , which ensures a continuous
and smooth transition at that point. At the lower end f (q)
is replaced by a linear function fGL(q) for q < qL with
fGL(qL) = f (qL) with the slope of the function being the
difference ratio, an approximation to the derivative of the
function f (q) at q = qL. Brill and Mahy18 also modified the
function f (q) slightly when q > qL and when q < qL the
function is replaced by fBML(q). The functions fBML(q) and
f (q) have the same values and derivatives at q = qL. Note
that when qL is small, the two functions fGL(q) and fBML(q)
are similar. Thus, to repair the instability, the function f (q)
defined by Eq. (4) can be extended as fe(q) defined by the

following:

fe(q)=


f (qU)+

df (qU)

dq
(q− qU) if q≥ qU

f (q) if qL < q< qU

f (qL)+
df (qL)

dq
(q− qL) if q≤ qL.

(10)

Here, df (q)/dq is the derivative of the function f (q).
Note that Gill suggested that qL = 0.5 and qU = 108.

The introduction of the linear function when q> qU enables
the function fe(q) to be inverted.

From the above discussion, it can be seen that, if
the CAT02 matrix is replaced by the HPE matrix, the
mathematical inconsistencies have been overcome. In fact,
the authors20 have attempted to replace the CAT02 matrix
with various matrices, including those proposed by Brill
and Süsstrunk,11,13,18 Li et al.,14,17 and the HPE matrix,
and tested the performance of the resulting models by
predicting the experimental results from corresponding
colors and color appearance data sets. However, all of these
data sets, except for the HPE matrix, do not satisfy the
nested rule13,18 among the non-negative response regions
for the HPE matrix and the matrix for the CAT02 and
the domain �CMF. One motivation for this article was to
investigate whether simplifying the CIECAM02 model by
replacing the CAT02 matrix with the HPE matrix would
better predict the experimental data when also including the
above modifications.

In the next section, the modified model is presented,
where there are three changes: the replacement of the CAT02
matrix by the HPE matrix, the replacement of the nonlinear
function f (q) by its extension fe(q) and a small change to the
HPE matrix itself. With the modified version of the model,
the mathematical inconsistencies and the instability for the
forward and inverse CIECAM02 models are overcome. The
inverse modified model is given in the Appendix; this has
been implemented in MATLAB and its correctness further
confirmed. The performance of the modified version is
finally compared with the original version.

Note that Fairchild22 also evaluated different chromatic
adaptation transforms using Munsell samples under dif-
ferent illuminants. He also included a version with the
HPE matrix. Amongst all the transforms, the Fairchild
optimized linear model,22,23 the Süsstrunk and Finlayson
model,24 the CMCCAT200025 and the modified CMC-
CAT2000 transform2,22 performed much better than that
based on the HPE matrix. However, Fairchild evaluated the
performance of the models using only the Munsell data
transformed under different illuminants, rather than the
experimental corresponding datasets.26 Finally, CIE TC8-01
made further tests and finally selected the CAT02 (modified
CMCCAT2000)2 to be used in CIECAM02.

The CIECAM02 model enjoys wide application in sci-
entific research and industrial applications. However, com-
putational problems were reported when the CIECAM02
model was used in color management for cross-media
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color image reproduction, which led to the formation
of CIE TC8-11 CIECAM02-Mathematics in 2007. In 2009
and 2012, Li et al.17,19 reported that the computational
problems could be overcome and the resulting model
would be simpler if the CAT02 matrix was replaced by the
HPE matrix. However, the predictive accuracy would be
poorer. Subsequently, the results of evaluation of a different
modified version20 were reported for prediction of the
color appearance data sets based on magnitude estimation27

and the corresponding colors.25 This article systematically
summarizes all the earlier publications and also adds new
information on the inverse version to conclude the work
on the modification of CIECAM02 based on a simple HPE
model. The modifications to the current CIECAM02 model
might be considered an interim solution for use in color
management for cross-media color reproduction before an
updated appearance model CIECAM02 is developed by the
CIE Technical Committee.

A consensus has been achieved within TC8-11 to
revise CIECAM02 using one simple matrix to combine
the HPE and chromatic adaptation matrices. The revised
version should predict more accurately than theHPE version
without the mathematical inconsistency problem. For the
majority of applications, which do not deal with imaging type
over saturated data, the original CIECAM02 should still be
used.

MODIFICATIONS TOCIECAM02
In this section, the modifications to the CIECAM02 model
will be presented, which are the result of replacing the CAT02
matrix

MCAT02 =

 0.7328 0.4296 −0.1624

−0.7036 1.6975 0.0061

0.0030 0.0136 0.9834

 (11)

with the HPE matrix

MHPE =

 0.38971 0.68898 −0.07869

−0.22981 1.18340 0.04641

0.00000 0.00000 1.00000

 . (12)

Themodified version is simpler than the original CIECAM02
model and also overcomes the mathematical inconsistencies
that existed with the original. In addition, the nonlinear
luminance adaptation function f (q) (Eq. (4)) is replaced by
fe(q) defined by Eq. (10).

Note that the value −0.07869 in the HPE matrix at
position (1, 3) is different from the HPE matrix1,2 in the
original CIECAM02 model, where the value is −0.07868.
With the original, the sum of the first row is not equal to
unity, which was pointed out by Kuo et al.9,10 They also gave
a different solution by changing each of the elements in the
first row.

Inputs and viewing conditions
The input data are the same as for the original CIECAM02
model:

XW ,YW ,ZW : the tristimulus values of the test illuminant;
LA: the luminance of the test adapting field (in

terms of cd/m2);
Xb,Yb,Zb: the tristimulus values of the background;

X,Y,Z: the tristimulus values of the sample under the
test illuminant;

and the viewing conditions are as follows:

Viewing conditions c Nc F

Average surround 0.69 1.0 1.0
Dim surround 0.59 0.9 0.9
Dark surround 0.525 0.8 0.8

Step 0: All the parameters depending on the viewing
conditions are computed using the following formulas:

k = 1/(5LA + 1) (13)

FL = 0.2k4(5LA)+ 0.1(1− k4)2(5LA)
1/3 (14)

n= Yb/Yw (15)

Nbb = Ncb = 0.725(1/n)0.2 (16)

z= 1.48+
√

n (17)RW

GW

BW

=MHPE

XW

YW

ZW

 (18)

D= F

[
1−

(
1

3.6

)
e

(
−(LA+42)

92

)]
(19)

3R = [(YwD/Rw)+ (1− D)]

3G = [(Yw/D/Gw)+ (1− D)]

3B = [(YwD/Bw)+ (1− D)]

(20)

Rwc =3RRw

Gwc =3GGw

Bwc =3BBw

(21)

R′aw = fe(Rwc)

G′aw = fe(Gwc)

B′aw = fe(Bwc)

(22)

Aw = [2R′wa + G′wa + (1/20)B′wa − 0.305]Nbb. (23)

Note 1: Rw, Gw, Bw, D, 3R, 3G and 3B defined by
Eqs. (18)–(20) are used to allow for chromatic adaptation.
D is the adaptation factor and has a value between 0 and
1. If it is beyond the two boundaries it is set to the nearest
boundary. 3R, 3G and 3B are weighted adaptation factors
for the red, green and blue cone channels respectively. All the
parameters computed from Eqs. (13)–(23) are input sample
independent, i.e., in an image processing sense they are pixel
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independent. Hence, they need only be computed once. The
nonlinear luminance adaptation function fe(q) is defined by
Eq. (10).

Note 2: Brill and Mahy18 noted that RW , GW or BW in
the chromatic adaptations (Eqs. (20)–(22)) may be zero for
the original CIECAM02.However, with the new version,RW ,
GW and BW will be positive if the chromaticity coordinates
of the test illuminant are located inside the domain�CMF.

Step 1: Chromatic Adaptation
Transform to cone space using the (modified) HPE

matrix (12):

R

G

B

=MHPE

X

Y

Z

 . (24)

ApplyD factor weighted chromatic adaptation in cone space:

Rc =3RR

Gc =3GG

Bc =3BB.

(25)

Note 3: the chromatic adaptation for the original
CIECAM02 model is made in the ‘sharp sensor’ space since
its spectral responses related to the CAT02 matrix (Eq. (11))
have negative values. On the other hand, in the current
version of the CIECAM02 model with the (modified) HPE
matrix, the tristimulus valuesX, Y , Z are transformed to cone
space and chromatic adaptation is also applied in cone space.

Step 2: Allow for luminance adaptation by applying a
nonlinear compression:

R′a = fe(Rc)

G′a = fe(Gc)

B′a = fe(Bc).

(26)

Here, the function fe(q) is given by Eq. (10).
Note 4: with the original CIECAM02 model the chro-

matic adaptation is made in the ‘sharp sensor’ space and
thus, after adaptation, the adapted Rc, Gc and Bc values are
transformed back to tristimulus values space by applying
the inverse of the CAT02 matrix to Rc, Gc and Bc to
calculate Xc, Yc and Zc. In order to carry out the luminance
adaptation in cone space, the tristimulus values Xc, Yc

and Zc are transformed to cone space by applying the
HPE matrix to Xc, Yc and Zc to calculate R′, G′ and B′.
The luminance adaptation is completed by applying the
nonlinear compressions f (q) defined by Eq. (4) to R′,G′

and B′. It can be seen that this is much simpler in the
new version. As noted in note 3, Rc, Gc and Bc are in the
cone space and are the chromatic adapted values. Hence
the luminance adaptation is completed by applying the
nonlinear compressions (Eq. (26)) directly to Rc, Gc and Bc.
The new version is not only simpler, but also enjoys the nice

Table I. Unique hue data for the calculation of hue quadrature.

Red Yellow Green Blue Red

i 1 2 3 4 5
hi 20.14 90.00 164.25 237.53 380.14
ei 0.8 0.7 1.0 1.2 0.8
Hi 0.0 100.0 200.0 300.0 400.0

property

R′a ≥ 0.1, G′a ≥ 0.1, B′a ≥ 0.1 (27)

if the chromaticity coordinates of the input tristimulus values
X, Y , Z are located inside or on the boundary of the domain
�CMF. It is because of this property that all mathematical
inconsistencies with the CIECAM02 model are overcome,
which will be discussed in the following steps.

Note 5: with the use of the extended function fe(q) for
the luminance adaptation, the instability of the inversemodel
is overcome. In addition, for any real value β, β = fe(q)
always has a unique solution for q.

Step 3: Transform to Opponent Color Space
Compute A or the achromatic response:

A= [2R′a + G′a + (1/20)B′a − 0.305]Nbb. (28)

Note 6: with the original CIECAM02 model, A may
be negative. This causes the CIECAM02 model to have a
computational problem when computing lightness, J. In
the new version, however, A is non-negative as long as the
chromaticity coordinates of the input tristimulus valuesX, Y ,
Z are located inside or on the boundary of the region�CMF.

Calculate temporary Cartesian representations (a and
b):

a= R′a − 12G′a/11+ B′a/11 (29)

b= (1/9)(R′a + G′a − 2B′a). (30)

Step 4: Compute Hue
Compute hue angle:

h= tan−1(b/a). (31)

The hue angle, h, should be computed in degrees
between 0◦ and 360◦.

Hue quadrature, or H, can be computed from linear
interpolation of the data shown in Table I using Eq. (32). If
h< h1, then h′ = h+ 360, otherwise h′ = h. Choose a value
of i so that hi ≤ h′ < hi+1.

H = Hi +
100(h′ − hi)/ei

(h′ − hi)/ei + (hi+1 − h′)/ei+1
. (32)

Step 5: Predicting Perceptual Correlate Attributes
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Figure 1. Color shifts for the Lam (blue lines), CSAJ (red lines) and Helson
(black lines) datasets. The points with circles are the sample points under
the test illuminant. The solid lines with open ends are the visual results under
the reference illuminant; the dotted lines with open ends are the predictions
using the original CAT02 matrix under the reference illuminant; the dashed
lines are the predictions using the CAT02 matrix with the modified HPE
matrix under the reference illuminant.

Lightness, J, is calculated from the achromatic signals of
the stimulus, A, and white, AW :

J = 100(A/Aw)
cz. (33)

Note 7: for AW , Li and Luo21 showed that it is
non-negative. However, for A, as noted in note 6 above, with
the original CIECAM02 model, A may be negative; hence
there is a problem for computing the lightness J. With the
new version, however, as noted in note 6, A is non-negative;
therefore, there is no problem with computing lightness J as
long as the chromaticity coordinates of the input tristimulus
values X, Y , Z are located inside or on the boundary of the
region�CMF.

Compute Q or brightness:

Q= (4/c) ·
√

J/100 · (Aw + 4) · F0.25
L . (34)

Compute the eccentricity factor et and a temporary quantity,
t, which are used for computing chroma C:

et = 1/4
[
cos

(
h
π

180
+ 2

)
+ 3.8

]
(35)

t =
(50000/13)NcNcbet(a2

+ b2)1/2

R′a + G′a + (21/20)B′a
. (36)

Note 8: with the original CIECAM02model, the denom-
inator for computing the value of t may be zero,16 thus it
causes unexpected mathematical failure for the CIECAM02
model. With the new version, however, the denominator
is greater than 0.3 if the chromaticity coordinates of the
input tristimulus values X, Y , Z are located inside or on the
boundary of the region�CMF.

Calculate chroma, C:

C = t0.9
√

J/100(1.64− 0.29n)0.73. (37)

Calculate colorfulness, M:

M = CF0.25
L . (38)

Calculate saturation, s:

s= 100
√

M/Q. (39)

Performance of the New Version of the CIECAM02
Firstly, the corresponding visual data sets25 were used
to test the performance of the CAT02 matrix with the
original matrix (Eq. (11)) and the (modified) HPE matrix
(Eq. (12)). This set of data has 21 sub-datasets. All were
used for deriving the CAT02.28,2 The average CIELAB color
difference between the predicted and visual results is used
as a performance measure. The results for each dataset are
listed in Table II, including the reference and test illuminants,
number of samples and the performance of the original
and modified CAT02 matrix in terms of CIELAB color
difference units. The last row lists the overall average color
differences. It can be seen that the original CAT02 matrix
performs better than the CAT02 with the (modified) HPE
matrix for a majority of the datasets (17 out of 21), as
might be expected. The original CAT02matrix has an overall
weighted mean CIELAB color difference of 5.48; on the
other hand, the CAT02 with the (modified) HPE matrix
has an overall weighted mean CIELAB color difference
of 6.77. The CAT02 with the (modified) HPE matrix
does not perform well on the following datasets: LUTCHI
(D65/WF), Breneman (4), Breneman (8) and Breneman
(9). On the other hand it performs slightly better than the
original CAT02 matrix on the datasets LUTCHI (D65/D50),
Breneman (6), Breneman (11) and Breneman (12). In the
development of chromatic adaptation transforms, the three
corresponding color datasets Lam,29 CSAJ30 and Helson
et al.31 between D65 and A have been considered to be the
most important because of the reliability of the experimental
techniques used, the larger number of samples and observers
used and the two most popular sources (D65 and A) used in
the surface color industries. It can be seen that the CAT02
with the (modified) HPE matrix performs about 1.8, 1.5 and
1.2 CIELAB color difference units worse than the original
CAT02 matrix on the Lam, CSAJ and Helson et al. datasets
respectively. Overall, the CAT02 with the (modified) HPE
matrix performs about 1.3 CIELAB color difference units
worse than the original CAT02 matrix.

These three datasets were further analyzed. Figure 1
shows a plot of the color shifts of the visual results, the
prediction from the original CAT02 matrix and HPE CAT02
matrix represented by the solid, dotted and dashed lines,
respectively. The three datasets are also plotted in different
colors, i.e., blue, red and black for the Lam, CSAJ and
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Table II. Average CIELAB color difference values under each data set for the original CAT02 and the CAT02 with the HPE matrix.

Data set Reference illuminant Test illuminant No. of samples Original CAT02 CAT02 with MHPE

CSAJ D65 A 87 3.99 5.48
Kuo D65 A 40 4.97 6.81
Kuo D65 TL84 41 3.55 4.90
Lam D65 A 58 4.42 6.21
Helson C A 59 4.93 6.04
LUTCHI D65 A 43 5.65 6.13
LUTCHI D65 D50 44 6.62 6.35
LUTCHI D65 WF 41 6.96 9.89
Breneman (1) D65 A 12 7.74 8.02
Breneman (2) D55 Projector 12 5.11 5.53
Breneman (3) D55 Projector 12 8.25 11.08
Breneman (4) D65 A 11 9.82 13.44
Breneman (6) D65 A 12 7.47 7.39
Breneman (8) D65 A 12 8.82 12.51
Breneman (9) D65 A 12 14.21 18.94
Breneman (11) Green D55 12 6.62 4.63
Breneman (12) Green D55 12 7.16 6.02
Braun & Fairchild (1) D65 D65 17 3.15 3.68
Braun & Fairchild (2) D65 D65 16 5.07 5.31
Braun & Fairchild (3) D65 D93 17 3.68 5.65
Braun & Fairchild (4) D65 A 14 3.77 4.10
Weighted Mean 5.48 6.77

Helson datasets respectively. Detailed inspection shows that
the original CAT02 matrix almost outperformed the HPE
CAT02 matrix for all colors, i.e., the end point of the dotted
vector is closer to that of the solid vector than to that of the
dashed vector. This effect could be significant.

Next, the color appearance data sets27 were used to
test the original CIECAM02 model against the new version.
To assess the fit to the experimental data, the value of
CV (coefficient of variation) was used. Note that the CV
value has been used to measure the performance of various
color appearance models32 and CIECAM02.33 Let Vi and Pi,
i = 1, 2, . . . , n, be the visual and model predicted results.
The CV valuemeasures the closeness of themodel prediction
to the visual results, as defined by

CV= 100

[
1
n

n∑
i=1

(Vi − Pi)
2

]1/2/[
1
n

n∑
i=1

Vi

]
. (40)

The lower the CV value, the better the performance
of the model. For example, CV = 20 means that there is
a 20% difference between the visual results and the model
prediction. All the results are listed in Table III. It can be
seen fromTable III that the new version performs worse than
the original CIECAM02 model, as expected. The differences,
however, are small (0.18, 0.28 and 0.12 CV units worse for
lightness, colorfulness and hue composition respectively).

CONCLUSIONS
In this article, a modification to the CIECAM02 model
with a modified HPE matrix has been presented, including
both the forward and reverse models. Additionally, the
nonlinear luminance adaptation function was extended.
The modified CIECAM02 model is simpler and overcomes
the computational inconsistency existing with the present
CIECAM02 model as well as the instability associated
with the inverse model. The performance of the proposed
modification was tested using the color appearance datasets
based on the magnitude estimation method. It was found
that the proposed modification performed 0.3 CV units
worse than the CIECAM02 for lightness, colorfulness and
hue composition correlate attributes. Replacement of the
CAT02 matrix with the (modified) HPE matrix was tested
using the color appearance datasets based on corresponding
colors. The modified version performed about 1.3 CIELAB
color difference units worse than the original CAT02 in
17 out of 21 data sets. Furthermore, comparing the most
important three datasets between A andD65 illuminants, the
original CAT02 matrix significantly outperformed the HPE
CAT02 matrix for almost all corresponding colors.
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Table III. Performance of the CIECAM02 model and the revised version in terms of lightness, colorfulness and hue composition CV values when predicting all color appearance visual
datasets.

Groups Lightness Colorfulness Hue composition

Original CIECAM02 New CIECAM02 Original CIECAM02 New CIECAM02 Original CIECAM02 New CIECAM02

RHL 10.64 10.94 17.79 17.94 6.88 6.92
RLL 11.35 11.70 18.56 18.84 7.08 7.16
RVL 13.31 13.46 18.39 18.92 6.53 6.52
RTE 14.85 14.76 23.67 24.76 7.07 7.14
CRT 11.65 11.69 19.61 19.51 6.74 7.59
M35 19.33 19.97 16.06 16.24 7.23 7.49
LTX 16.53 16.59 14.20 14.44 5.81 5.60
JUA 14.24 14.23 20.34 20.25 7.65 7.49
Mean 13.99 14.17 18.58 18.86 6.87 6.99

Pointer for reading and correcting the manuscript, which
improved the quality of the article.

Appendix. Inverse Model for the Modified CIECAM02

Input : J or Q ; C , M , or s ; H or h
Output: X , Y , Z ( under test illuminant Xw , Yw , Zw )

The illuminants, viewing surrounds, and background pa-
rameters are the same as those given in the forward mode.

Step 0: Calculate viewing and adaptation parameters
Compute all k, FL, n, z,Nbb = Nbc, Rw,Gw, Bw,

D,3R,3G,3B,Rwc,Gwc,Bwc,Rwc,Gwc,Bwc,R′aw,
G′aw,B

′
aw andAw using the same formulas as found

in Step 0 of the forward model. They are needed in
the following steps. Note that all data computed in
this step can be used for all samples (for example
all pixels of an image) under the defined viewing
conditions. Hence they are computed only once.
The following computing steps are sample/pixel
dependent.

Step 1: Obtain J,C and h from H, Q, M, s
Entering of the data can be in different combi-

nations of perceived correlates, i.e., J or Q; C,M
or s; and H or h. Hence the following are needed
to derive the missing correlates J, C and h.

Step 1-1: Compute J from Q (if starting from Q)

J = 6.25 ·

[
c · Q

(Aw + 4) · F0.25
L

]2

.

Step 1-2: Calculate C from Mor s

C =
M

F0.25
L

(if starting from M)

Q=

(
4
c

)
·

(
J

100

)0.5

· (Aw + 4.0) · F0.25
L

and C =
( s

100

)2
·

(
Q

F0.25
L

)
(if starting from s)

Step1–3: Calculate h from H (if starting from H)
The correlate of hue (h) can be computed by

using the data in Table I in the forward mode.
Choose a proper i (i = 1, 2, 3 or 4) so that

Hi ≤ H < Hi+1.

h′=
(H−Hi) · (ei+1hi−ei · hi+1)−100 · hi · ei+1

(H − Hi) · (ei+1 − ei)− 100 · ei+1
.

Set h= h′ − 360 if h′ > 360, otherwise h= h′.
Step 2: Calculate t, et, p1, p2 and p3

t =

 C√
J

100 · (1.64− 0.29n)0.73

 1
0.9

et =
1
4
·

[
cos

(
h ·

π

180
+ 2

)
+ 3.8

]
A= Aw ·

(
J

100

) 1
c·z

p1 =

(
50000

13
· Nc · Ncb

)
· et ·

(
1
t

)
, if t 6= 0

p2 =
A

Nbb
+ 0.305

p3 =
21
20
.

Step 3: Calculate a and b
If t = 0, then a= b= 0 and go to Step 4
(be sure to transform h from degrees to radians

before calculating sin(h) and cos(h))
If | sin(h)| ≥ | cos(h)| then

p4 =
p1

sin(h)

b=
p2·(2+p3)·(

460
1403 )

p4+(2+p3)·(
220
1403 )·(

cos(h)
sin(h) )−(

27
1403 )+p3·(

6300
1403 )

J. Imaging Sci. Technol. 030502-7 May.-Jun. 2013



Li et al.: A modification of CIECAM02 based on the Hunt–Pointer–Estevez matrix

a= b ·

(
cos(h)
sin(h)

)
.

If | cos(h)|> | sin(h)|, then

p5 =
p1

cos(h)

a=
p2·(2+p3)·(

460
1403 )

p5+(2+p3)·(
220
1403 )−[(

27
1403 )−p3·(

6300
1403 )]·

(
sin(h)
cos(h)

)
b= a ·

(
sin(h)
cos(h)

)
.

Step 4: Calculate R′a, G′a and B′a

R′a =
460

1403
· p2 +

451
1403

· a+
288

1403
· b

G′a =
460

1403
· p2 −

891
1403

· a−
261

1403
· b

B′a =
460

1403
· p2 −

220
1403

· a−
6300
1403

· b.

Step 5: Calculate Rc, Gc and Bc

Rc =



(R′a − f (qL))

df (qL)/dq
+ qL if R′a ≤ f (qL)

100
FL
·

[
27.13 · (R′a − 0.1)
400− (R′a − 0.1)

] 1
0.42

if f (qL) < R′a < f (qU)

(R′a − f (qU))

df (qU)/dq
+ qU if R′a ≥ f (qU).

Similarly compute Gc and Bc from G′a and B′a.
Step 6: Calculate R, G and B from RC, GC and BCR

G

B

=
Rc/3R

Gc/3G

Bc/3B

 .
Step 7: Calculate X, Y and Z usingX

Y

Z

=M−1
HPE ·

R

G

B

 .
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