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Abstract. The surface states model is successful in predicting many
salient features of charge transfer in insulative materials, which is
critical to electrophotography. This article will discuss how the surface
chemistry controls the physics and the chemical potentials, and how
it fits the surface states model. The interrelationship of acid–base
Ka/Kb values of the materials in contact, measured by inverse gas
chromatography, the highest occupied molecular orbitals and lowest
unoccupied molecular orbitals and their excited states calculated us-
ing DFT (density functional theory) quantum mechanical modeling, the
chemical potentials measured by the Kelvin method, and triboelectric
charging data are studied. It will be shown that a precursor complex
of the contacting materials, prior to the charge transfer event, can be
calculated by DFT to predict triboelectric charging both qualitatively
and quantitatively. This article focuses on polytetrafluoroethylene,
Kynar and PMMA polymers, as well as silica, titania, and alumina.dc 2013 Society for Imaging Science and Technology.
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INTRODUCTION
The surface states model1,2 has been successful in explaining
the physics behind charge exchange in insulators, predicting
accurately many of the salient features of charging. The
weakness of the model is that it is silent on the nature of
the surface states responsible for charge exchange, and even
the nature of the charge species itself, ions or electrons,
as any charged species can fit within the surface states
model. The bidirectional Lewis acid–base charge model3

was introduced to address this issue, to provide a chemical
basis for the electron donors and acceptors in an electronic
charge exchange mechanism for insulators. Thus, the Lewis
acid Ka and Lewis base Kb values, as measured by inverse
gas chromatography (IGC), were shown to be predictive
of the charging of electrophotographic toner and carrier
materials. Charge transfer was shown to be bidirectional
between the two surfaces in contact, with electron donation
from base sites on the other material to electron acceptance
by acid sites. More recently, quantum mechanical (QM)
density functional theory (DFT) molecular modeling4 has
been applied to study the electron transfer process between
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donor and acceptor states in a bimolecular cluster of
polytetrafluoroethylene (PTFE) with varying metal oxides.
Although the model did not explicitly include the concept of
bidirectional charge transfer, the role of the highest occupied
molecular orbitals (HOMOs) and lowest occupiedmolecular
orbitals (LUMOs) in charge transfer was explored, including
calculations to model the amount of charge transferred.

The current study provides an initial integration of
the surface states model, the bidirectional acid–base model,
and QM DFT computer modeling of donor and acceptor
states, and provides both a qualitative and a quantitative
link between all these disparate aspects of charge transfer in
insulators.

EXPERIMENT
All calculations were performed with the DMol3 module
from the Accelrys Materials Studio 4.2 commercial software
package.5DFTwas used for the study of the surface electronic
properties of all models and the coupled toner/carrier
complexes. Due to its main advantages of high accuracy at
reasonable computational efficiency, the DFT method has
been successfully applied to the electronic structure model-
ing of materials.6 Recent extensions of the DMol3 density
functional method are designed to make electronic structure
calculations for local and gradient-dependent functionals,
depending on the accuracy needed. In this study, Perdew’s
91 generalized gradient approximation (PW91PW91) was
employed as the density functional method.7 It has been
reported that geometries optimized using the PW91 density
functional are in better agreement with experiment than
those from other functionals, such as the widely used
BLYP functional.8,9 For basis sets, a double numerical basis
set with d-polarization functions (DND) was used for all
calculations.10 Our experience has shown that the use of
DFT requires careful and extensive functional exploration.
For different basis set types, it has been reported that DND
performs better than a Gaussian-type basis set of the same
size, which is 6–31G∗. TheDNDnumerical solutions can give
highly accurate DFT solutions for the separated atoms limit
for molecular and solid calculations.11

The initial structure, optimized structure, and electronic
properties of adsorbed polymer complexes on the silica

J. Imaging Sci. Technol. 030401-1 May.-Jun. 2013



Veregin et al.: Linking the chemistry and physics of electronic charge transfer in insulators: theory and experiment

were studied. The geometry optimization convergence was
achieved when the energy, gradient, and displacement were
lower than 2 × 10−5 Ha, 4 × 10−3 Ha/Å, and 5 × 10−3 Å,
respectively. The calculations of HOMO–LUMO orbitals
have been performed to understand the direction of charge
transfer of the abovemodels and to identify themost essential
factors that could affect electron transfer in these complex
models. To further explore the reverse gap and the forward
gap of charge transfer, the excited orbitals for the above
systems were studied. Generally, 10 levels of unoccupied
orbitals (tom+9) and 10 levels of occupied orbitals (to n−9)
were calculated. The lowest energy gaps for both forward
electron transfer and reverse electron transfer were collected
from this set of twenty orbitals.

For all polymers, a trimer was used to represent the
polymer. To distinguish the possible effect of the functional
group orientation three functional groupswere aligned in the
structure to co-ordinate to the same side of the othermaterial
in contact. For amorphous silicon dioxide fumed silica, such
as that from Degussa used in experimental studies,12 to
mimic the surface hydroxyl groups a one layer cylinder-like
model was used to design the native silica (silica free of
any surface treatment) with the formula Si12O32H16. In
this model, all silicon atoms were in tetrahedral geometry
and connected by oxygen. The edge of this cylinder was
terminated by two hydroxyl groups to represent the geminal
silanols (Si(OH)2), which are typical on the (100) surface of
β-cristobalite, identified experimentally on the amorphous
silica surface as one of the two types of surface hydroxyl
groups.13–15 It was reported that this crystalline phase of
silica has a density and refractive index closest to those of
amorphous silicon dioxide fumed silica from Degussa.16–18

The arrangement of this cluster model can sustain two types
of silicon atom. The center four silicon atoms are connected
by Si–O–Si bonds in a tetrahedral structure to represent
the non-hydroxylated surface, whereas all of the eight
surrounding silicon atoms have geminal silanols to represent
the hydroxylated surface. This methodology was also used to
build the alumina and titania models. The Degussa alumina
is γ -Al2O3, which is in the δ-group structure, with all
O ions in CCS packing, and octahedral and tetrahedral
lattice vacancies occupied byAl ions (spinel-like structure).19

P25 titanium oxide from Degussa is 70% anatase and 30%
rutile. OH groups on the surface enable favorable six-fold
co-ordination.19

For measurement of the polarity of charge, pairs of
powders were mixed, such that one of the powders was toner
sized or smaller (<10 µm) and one of the powders was carrier
sized (>20 µm). In one set of experiments Kynar or PMMA
was coated onto a 35 µm ferrite core as the carrier, which
was mixed pairwise with non-surface treated native oxide
additives (Evonik Degussa A300, P25 and aluminum oxide
C), or 3 µm LubronTM L2 PTFE from Daikin Industries.
Since the different materials are of varying size and density,
an approximate correction for these effects was incorporated
into the test, to correct the loadings to similar area coverage
of the carrier—so as not to overload the carrier with the

test material. Thus the oxides were tested at 0.2 pph, the
PMMA particles at 5 pph, and the PTFE at 10 pph, all with
respect to the carrier at 100 g. Note that these measurements
are only used to assess the sign of the tribo charge, not to
obtain quantitative numbers, so the correction for surface
area does not need to be accurate, only good enough so that
an unequivocal negative or positive charge can be assigned.
All samples were then conditioned overnight at 21◦C and
10% RH, dry conditions preferred to avoid any effects from
water, then charged for 2 min (a short time to reduce any
aging effect) in a Turbula mixer. Charge was measured by
blow-off with a 15 µmmesh screen. A large PTFE particle, the
coarse fraction (>45 µm) from the jet sieving of microFlon
124T4 from Shamrock Technologies Inc., was also utilized
as a ‘‘carrier’’ particle in a similar way, measuring charge by
blow-off of metal oxide particles silica, titania and alumina
at 0.45 pph with 3 g of PTFE ‘‘carrier’’, reduced due to the
small amount of PTFE left after fractioning.

RESULTS ANDDISCUSSION
Charge transfer complexes: density functional theory QM
modeling
In the surface states model,1 the difference in chemical po-
tential between insulator surfaces in contact drives the charge
transfer, balanced against the surface potential difference due
to the charge separation between the two surfaces. When
the two fields match, charge transfer stops. Previous work3

showed that the chemical potential difference arises from a
bidirectional charge transfer, both from Lewis base donor
sites on surface A to Lewis acid acceptor sites on surface B,
and donor sites on surface B to acceptor sites on surface A.
The net charge transfer is thus dependent on the difference in
energy between these two different charge transfer processes.
That difference in energy in turn is the difference in the
work functions, or chemical potentials, of the two materials,
the contact potential difference, as shown in Figure 1. The
quantitative relationships between all these quantities can be
readily derived as shown previously2,3; the results are shown
in Eqs. (1) and (2). One key point is that this model as
developed to date3 applies only to the high density of surface
states limit, whichmeans that the observed charging depends
on the work function only and not on the density of states.
The effective work function of a surface, φs, will be a simple
average over the chemical potential of the acid sites for that
surface, φas, and the chemical potential of the basic sites, φbs,

φs = (φas + φbs)/2. (1)

From the high density of states charging model, at a steady
state charge value,1,2

Toner q/m= (A/2)[(φac + φbc)− (φat + φbt)]. (2)

Here, the chemical potentials for the two surfaces, φs, are
φt for the toner and φc for the carrier: φat for acidic toner
sites, φbc for basic carrier sites, φbt for basic toner sites, and
φac for acidic carrier sites. The exact form for the A factor
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Figure 1. Relationship between acid/base sites in the bidirectional charging model and work functions, chemical potentials, and QM derived frontier
molecular orbitals.

depends on the calculation of the electric field: a simple form
is A = 3(ε0/d)/(RCtρc + rρc), where d is the tunneling
distance, R is the carrier radius, r is the toner radius, ρc is
the carrier density, ρt is the toner density, and Ct is the toner
concentration.1 The A term here is an alternative form to
the A0 of Ref. 1 but with the effect of the geometry on the
electric field included. How A0 and thus A are calculated
depends on the how the electric field is calculated and what
other assumptions are made.1,2 Eq. (2) does not limit how A
may be calculated. A is of course only a constant at a steady
state charge where the geometry and conditions of charging,
including mixing intensity and time, are fixed. Note that
this model implies that the average work function for a pure
material does not correspond to an existing physical state.
Only the work functions for individual acid sites and the
basic sites in an insulative material correspond to actual
surface states. Thus the observed work function is only an
average over the work functions of the individual acid and
base sites in the pure material. It is important to understand
that Eqs. (1) and (2) relate to a pure material that has
both acid and base sites situated together at the molecular
level such that on contact the charge can transfer in both
directions between surfaces. Thus there is no weighting
factor for the averaging of these work functions, as the
dependences of the two donor and acceptor states being
accessible at the surface are identical. However, over the
whole surface we will have different configurations with
different φs and different probabilities that they are on
the surface. Therefore, in that case, we do need to sum
over the probability that a particular configuration i is at
the surface with a particular φsi, so overall φs = 6piφsi.
Here, pi is the probability of that surface being accessible
to transfer charge, as previously shown for the surface states
model.1,2 For simplicity of presentation this will be ignored
in writing the equations in this article. Finally, note that since
the contact potential difference (CPD) and work function
measurements and charging discussed herein are always
taken over a macroscopic area, in practice experimentally all
we can measure is 6piφsi over some macroscopic surface
area, which at minimum is defined by the contact area in
one contact, but in fact generally is much larger depending
on the measurement. However, for the modeling all that we

can calculate isφsi for a selection of configurations since there
is no way currently of calculating these surface probabilities.
As will be seen, it is remarkable given these fundamental
differences that we can use the simple modeling concept to
correctly predict charge andwork functions, althoughwewill
also show some situations where the surface probability for
a particular configuration appears to be contributing to the
observed charge when compared to that from the modeling.

Finally, the CPD, the difference in work functions, or
more properly in the case of insulators, the difference in
chemical potentials, is2

CPD= [(φac + φbc)− (φat + φbt)]. (3)

In that previous work,2,3 it was also shown that these φs
values could be related to the surface Ka and Kb acid and
base parameters, which can be measured by IGC, and which
respectively represent the surface Lewis acidity (the ability
to accept an electron), and the surface Lewis basicity (the
ability to donate an electron).20 Thus by a measurement of
the surface properties by IGC, the chemical potentials, φs,
were predicted to be linearly related to the ratio of the acid
and base parameters for the surface,

φs = 1/2φo
+ 1/2kT ln(Ka/Kb). (4)

Here, φo is a reference state relating the chemical potentials
to the work functions and k is the Boltzmann constant in
eV/molecule. A plot of φs versus ln(Ka/Kb) provided an
excellent fit to the experiment data for a series of metal oxide
toner additives (silica, titania, and alumina) as shown Figure
6 in Reference 3, giving

φs = 0.50 ln(Ka/Kb)+ 4.41 eV. (5)

While the fit was excellent, the predicted slope from Eq. (5) is
kT/2= 0.013 eV, compared to the observed value of 0.50 eV.
As discussed previously,3 one possible reason is that the IGC
acid–base interactions clearly represent a fractional electron
transfer from the donor to the acceptor, and thus might not
fully reflect thework functions of the donor and acceptor that
are involved in triboelectric charge transfer. There is another
possible explanation, in that the derivation of Eq. (4) assumes
that the electron transfer is thermally excited. However, for
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Figure 2. A conceptual model of a donor–acceptor complex and how it leads to charge transfer.

charge transfer by triboelectrification we propose that this is
likely not the case, as kT is so much smaller than the energy
gaps between donors and acceptors, which are multiple eV,
as we shall show shortly. Thus it does seem unlikely that a
thermal process could drive the triboelectric charge transfer.
Instead, we propose that the electron transfer is activated by
the collisional energy, in which case the value of 0.5 in Eq. (5)
would then represent that larger energy of activation.

Similarly, the bidirectional charge model3 expresses
toner charge based on the acid and base parameters of the
toner and carrier,

Toner q/m=−(A/2)kT[ln(Kat/Kbt)− ln(Kac/Kbc)]. (6)

Equation (6) predicts that toner q/m for a fixed carrier
is linear with ln(Kat/Kbt), with slope −AkT/2. Negative
charge increases with increasing toner acid-to-base ratio, and
charge is zero if the carrier and toner acid-to-base ratios
are equal, Kat/Kbt = Kac/Kbc. Experimental data for silica,
alumina, and titania metal oxide surface additives charging
with PMMAhave been shown to support themodel verywell,
showing the expected dependence on ln(Kat/Kbt), and the
expected point of zero charge when the acid-to-base ratios
match.3 Further experimental support for the model for a
range of toners and carriers has also been published.21

Based on this model of acid–base interactions we had
proposed a model of what the actual charge transfer event
might look like at the molecular level.22 We proposed that
when two surfaces contact, using the example of a silica
surface with SiOH groups and a PMMA polymer with ester
groups, they form a charge transfer precursor complex in
which the acid and base groups of these two surfaces interact.
Thus, in Figure 2 a silica surface acid group interacts with
a PMMA basic carbonyl group, a complex that is known to
exist in the solid state.23 A key concept here is that there
must be something about this precursor state that enables
charge transfer, otherwise charge transfer would not occur
when the molecules separate. Of course, there would also be
a comparable precursor complex where the base site of the
silica interacts with the acid site of the PMMA: since both
surfaces have acid and base sites, charge transfer is possible

in both directions. Both precursor complexes would then
contribute to the net charge transfer, as described by the
bidirectional charge model for charge exchange.3 Finally, it
is clear that in actual triboelectric charging the collisions
or rubbing of two surfaces would tend to be random in
nature, unless there is some preferential orientation at the
surfaces of the materials. For silica there is a preferential
orientation, as the surface is decorated by hydroxyl groups.
For a polymer like PMMA, the surface could have many
different orientations, and thus any study of charge transfer
would necessarily have to understand the effect of different
PMMA surface configurations/orientations on the charge
transfer complex.

QM can potentially fill in the missing links by studying
the nature of the charge transfer complex that enables charge
transfer, and identifying the actual donor and acceptor
sites that are responsible for the charging process. Nikitina4

used ab initio DFT and time-dependent DFT to study
the charge transfer event between PTFE and metal oxides.
Briefly, they calculated the lowest energy configuration
of the PTFE–oxide charge transfer pair, along with the
associated HOMO and LUMO energies and the work func-
tion, through to a non-equilibrium excited state, then used
time-dependent density functional theory (TDDFT) to an
equilibrated final state, where they calculated partial electron
densities transferred in the complexes, which they then
related generally to charge exchange and the triboelectric
series. There was no actual comparison to any specific
charging data. Thus they did use QM methods to identify
the HOMO and LUMO locations on the molecules and how
they might contribute to the charge transfer; however, they
did not specifically discuss the chemical nature of these sites.

In the current work we use density functional theory
(DFT) quantum mechanical (QM) modeling to further
developer this idea of the charge pair that develops on
contact. The approach in this study is similar in some
ways to Nikitina, but focuses only on the precursor charge
transfer complex that develops when materials come into
contact, the complex that enables the charge transfer event.
As with Nikitina we look at the HOMO and LUMO sites and
their energies. We also explore the fit of the QM modeling
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Figure 3. HOMOs and LUMOs for isolated clusters. Top row: PMMA clusters; bottom row: silica clusters. Left: HOMO orbital locations; right: LUMO
orbital locations.

within the framework of the bidirectional acid–base charging
model, looking at charge transfer in both directions, the
effects of the configuration of the charge transfer complex,
and the effect of excited states, none of which were included
in Nikitina’s study. We also extend the work to a number of
different polymers as well as metal oxides.

In the first step of our QM modeling, HOMO and
LUMO frontier molecular orbitals are calculated for isolated
PMMAandoxidemolecules; the examplewith silica is shown
in Figure 3. Although it will be the HOMOs and LUMOs
in the charge precursor complex that control the charge
exchange, we look at theHOMOs and LUMOs of the isolated
clusters first to understand the relationship of the isolated
HOMOs and LUMOs compared to the precursor complex
HOMOs and LUMOs. As shown in Fig. 3, in the isolated
PMMA cluster both the HOMO and the LUMO are located
on the carbonyl oxygen, while in the isolated silica cluster
both are located on the silanol groups. In both cases the
HOMO and LUMO are substantially located on the most
polarized bonds in the molecules.

We assume that charge transfer occurs with a collision
of the two surfaces, which in our QM modeling here is
described by the two clusters coming into contact. That
contact must provide sufficient energy to enable charge
transfer from the HOMO on the donor molecule in the
precursor complex, to the LUMO on the acceptor molecule
on the complex, as shown in Fig. 1. We will show that
these gaps are multiple eV. While electron tunneling charge
transfer due to thermally activated processes is well known,
the energy gaps are much smaller.24 Thus it would appear
that the collision of the surfaces must provide the bulk of
the energy for the charge transfer, if the thermal energy is
insufficient. In support of the importance of the energy of the
collision of the two surfaces, it has been shown that the charge
transferred does depend linearly on the frictional energy
dissipated between two surfaces.25 This would suggest that
the energy supplied by the collision (in this case the frictional

rubbing of the asperities) is important to triboelectrification.
Of course, the contact area will also increase with the
collisional energy; however, since the charge density on the
surfaces is only one charge for every 104 nm2 at the most in
triboelectrification, it seems unlikely that the contact surface
area could be a limiting factor. Also, for soft materials such
as polymers the required force to level asperities to provide
the required contact area for charge transfer is not large, of
the order of a kg/cm2.26 The frictional energy supplied in
reference 25 was 1 mJ/cm2, which would be over 10 eV per
surface bond if all of the energy was absorbed by the surface
layer, so of the right order of magnitude to support electron
transfer. Indeed, collisional activation processes are well
known in mass spectroscopy: when two molecules collide
in the gas phase the energy can be sufficient to break the
bond and fragment the molecule. This is known as CID,
or collisional induced dissociation.27 More recently it has
been shown that molecular collisions with surfaces can also
generate sufficient energy to fragmentmolecules: this process
is known as SID, surface-induced dissociation.28

The energy available in a typical electrophotographic
charging collision was estimated by taking the kinetic energy
of a carrier and a toner particle in collision. It was assumed
that all the kinetic energy would in some way be imparted
to the surface layer of the atoms, ultimately partly adsorbed
as heat (energetic motion of the atoms) and partly released
back as kinetic energy as the surfaces relax back after the
collision. In any event, all that energy is imparted to the
surface in contact. Assuming a generous contact area of
1 µm2 for a toner carrier contact (given that the toner
particle will conform somewhat on contact) and that the
impact is uniform shows that as much as 10 eV could be
imparted to a surface chemical bond. As we will see, this
is more than sufficient to overcome the electron transfer
gaps of 2.5 to about 6.5 eV that are calculated by our QM
modeling. In addition, since triboelectrification involves very
few actual charges, only a fraction of the collisions need
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Figure 4. PMMA–silica complex with alkyl groups of PMMA facing silica hydroxyls showing forward charge transfer HOMO and LUMO.

to generate the required energy for charge transfer. Thus,
these rough calculations show that the collisional energy
could be sufficient to explain the charge transfer processes
described here. It should be pointed out that even apparently
gentle contacts could provide similar high energies: while the
contact is slow and thus low kinetic energy, the contact area
can be in the nanometer range as the two surfaces will not
conform in such a low energy collision.

One further key point with regard to these collisions is
that they will occur at random orientations and are energetic
compared to conformational energies. Thus the preferred
orientations in collisions should only be those built into
the surfaces, such as surface OH groups on metal oxides.
Then there is no reason to assume that the lowest energy
conformation is the lowest energy for charge transfer, an
assumption that was previously made.

Our DFT calculations show that two key orientations of
the precursor charge complex are important: those where the
polymer dipole either points away from or toward the oxide
surface, which for the molecules studied here is equivalent
to saying where the HOMO or LUMO on the polymer
either points toward or away from the oxide surface. For
both of these orientations, energy was minimized and the
LUMO and HOMO calculated. In addition, excited states
were calculated as well, to be discussed later.

Since the bidirectional charge model3 shows that charge
can transfer in either direction on contact, we will need to
identify both of these processes. For the example of PMMA
with silica, experiment shows that charge transfers from
PMMA to silica, providing negative charge to the silica,
positive charge to the PMMA. We will call this the forward
charge transfer direction, from the HOMO donor on the
PMMA to the LUMO acceptor on the silica. The orientation
of the precursor complex that leads to this charge transfer
is shown in Figure 4. It corresponds to the PMMA carbonyl
dipole pointing away from the silica. As we will show later,
charge transfer in the reverse direction has a larger energy
gap, and thus is less favorable, although it still occurs and
is important to the net charge transferred. The HOMO

and LUMO molecular orbitals (MOs) for the PMMA–silica
complex are also shown in Fig. 4. As with the isolated
molecules, the HOMO of the precursor complex, which is
on the PMMA, is located on the carbonyl group, while the
complex LUMO, which is on the silica, is located on the
silanol groups. Thus, the predominant localizations of the
HOMO and LUMO are similar in the isolated clusters and
in the precursor complex.

The relationship between energy levels for themolecular
orbitals in isolated molecules and in the charge transfer
complex is shown in Figure 5. For the isolated clusters
only the HOMO and LUMO were calculated, while in the
precursor complex, the excited states were also calculated. In
addition to the lowest energy forward charge transfer, from
the HOMO on PMMA to the LUMO on silica, Fig. 5 shows
the reverse charge transfer, which corresponds to electron
donation from the HOMO−6 excited state of silica to the
LUMO+1 of PMMA. As the LUMO+1 and HOMO−6
are excited states of the HOMO and LUMO, the energy
gap is larger for the reverse charge transfer than for the
forward charge transfer. Thus, the QM modeling predicts
that the net effect of the bidirectional charge transfer is
a negative charge on the silica and a positive charge on
the PMMA, as observed. Two further key general points
can be made. It is clearly necessary to consider excited
states; without that consideration we would not see the
bidirectional nature of the charge transfer in this case. Also
note that the HOMO to LUMO energy gap is changed only
slightly between isolated molecules and the precursor charge
transfer complex; this small change is due to intermolecular
orbital overlap. Similarly for the reverse charge transfer,
the donor site in the complex, the HOMO−6, corresponds
closely in energy to the HOMO on the isolated silica cluster,
while the acceptor site in the complex, the LUMO+1 on
PMMA, is close in energy to the LUMO on the isolated
PMMAcluster, though reduced in energy somewhat.While it
is not known at this point whether the close correspondence
of the LUMO and HOMO energy levels for the isolated
clusters and the precursor charge transfer complex is general
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Figure 5. Energy level diagram for molecular orbitals, and relationship to Lewis acid–base parameters for (a) isolated PMMA and silica and (b) the
PMMA–silica charge transfer complex. Excited states are not shown for the isolated case.

for triboelectric charge exchange, it needs to be recognized
that a self-consistent triboelectric series depends on the
difference being small. If the energy difference were large
between these states for charge transfer, then the position of a
material in the triboelectric series could change dramatically
depending on the pairing of materials, and no general tribo
series could exist. On the other hand, specific pairwise
interactions could explain why sometimes material pairs do
not behave as expected based on a strict adherence to the
triboelectric series. Thus, a series of materials that adheres
strongly to a triboelectric series for all pairwise combinations
must have energy levels that are not strongly affected by the
intermolecular overlap in the complex. On the other hand,
deviations from a strict triboelectric series may be a result
of strong intermolecular overlap, or result from the well
known effects of surface contamination andphysicalmaterial
transfer.

As mentioned above, two different orientations have
been found to be generally useful in understanding the
charge transfer properties, one where the carbonyl group
faces the oxide, and one where the carbonyl group faces
away from the oxide so that the polymer alkyl groups face
the oxide. The HOMOs and LUMOs of charge transfer
complexes for different oxides with PMMA are shown in
Figure 6.Herewemake use of the concept of Fukui functions,
f , which are defined as the change in electron density when
there is an infinitesimal change in the number of electrons.
Electron acceptance in a molecule tends to occur where
f+ is large, where the molecule is best able to stabilize an
electron. In chemical reactions, these sites are susceptible
to nucleophilic attack. Electron donation in a molecule
tends to occur where f− is large, where the molecule is
destabilized the least by removal of an electron. In chemical
reactions, these sites are susceptible to electrophilic attack.
Thus, the Fukui functions are utilized in DFT as important
indicators of regioselectivity in electron transfer dominated
reactions.29 As an example we use the electrophilic f− and
nucleophilic f+ maxima of PMMA to predict the molecular
locations of electron donation and acceptance, respectively.
The f+ orientation of PMMA thus has the nucleophilic side

facing the silica (the methylene alkyl groups), while the f−

orientation has the electrophilic side of the PMMA cluster,
the carbonyl groups, facing the silica. Figure 6 shows the
charge transfer precursor complexes for both orientations
of the PMMA with silica, alumina, and titania, as well as
the most favorable direction for electron transfer with the
lowest energy gap. Table I shows the DFT calculated energy
gaps for these transfer processes, for both orientations, and
for electron transfer from the PMMA to the oxide and from
the oxide to the PMMA. In all cases, the f+ orientation
results in the lowest electron transfer gap from the PMMA
to the oxide. In other words, when the electron accepting
part of the PMMA molecule is facing the oxide, the energy
gap is lower for transferring the electron from the PMMA to
the oxide. For the f− orientation of the PMMA toward the
oxide, the energy gap is slightly favored for electron transfer
from the PMMA to silica, and strongly favored for titania,
while for alumina, electron transfer to the PMMA is favored.
In general the f− orientation is more favorable than the
f+ orientation for electron transfer to the PMMA and the
f+ orientation is more favorable for the electron transfer
from the PMMA. This seems somewhat counterintuitive, but
consideration of the energy levels of the isolated clusters in
Fig. 4 suggests why this might be the case for these materials.
PMMA has the highest HOMO, and thus is the best donor.
Silica has the lowest LUMO, and is the best acceptor. When
the surface dipoles of PMMA and silica are pointed away
from each other, PMMA f+ toward silica, the net dipole
at the surface is relatively low, and there is nothing to
change this preference: the PMMAHOMO and silica LUMO
are energetically unperturbed. However, when the surface
dipoles of PMMA and silica point in the same direction,
PMMA f− toward the silica, the net dipole at the interface
is into the silica, which raises the energy of the HOMO and
lowers the energy of the LUMO on PMMA.

Overall, the Fukui functions and the energy gaps predict
that silica and titania will charge negative, because both
orientations favor electron transfer from PMMA to silica,
while with alumina each charge transfer direction is favored
in one orientation. Thus, for alumina the two charging
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Figure 6. Active electron transfer sites and their orientation dependence as shown by the Fukui functions, f+ and f−, for silica, titania, and alumina versus
PMMA. Top left: PMMA and silica; top right: PMMA and titania; bottom right: PMMA and alumina.

Table I. Active electron transfer sites and orientation dependence for silica, titania,
and alumina versus PMMA.

Silica Titania Alumina

PMMMA orientation f + f − f + f − f + f −

Charge transfer
To oxide (eV) 4.61 5.38 2.67 2.89 3.74 4.68
To PMMA (eV) 6.23 5.48 >4.16 >4.21 5.65 3.78

processes will tend to counterbalance, and provided the
occurrence of these two orientations in surface collisions
is similar, we predict that alumina will not charge well
with respect to PMMA. In the next section we will show
that these predictions of the net charge are borne out by
experiment, and fit the charging data both qualitatively and
quantitatively.

In order to develop a predictive model, it is important to
understand the different orientations and what chemistry is
present at the surfaces. On contact in a charge transfer event
when two surfaces collide the collisional orientation defines a
complex with a HOMO and a LUMO, and a set of associated
excited states for that complex. Charge transfer can occur at
that collision, depending on an appropriate distribution of

the orbitals: a donor orbital on one surface and an acceptor
orbital on the other surface. Thus for charge exchange to
occur the appropriate chemical sites must be at the surface
and must be in the required orientation for charge transfer.
Since there aremany different collisions it would be expected
that all conformations and chemistries that are expressed
at the surface will be sampled at some point, and thus can
potentially contribute to the charge. Moreover, of course,
the relative contribution of each of these configurations
will depend on its probability of occurrence at the surface
and any surface morphological effects that might affect the
contact frequency. If a particular chemistry or conformation
responsible for charge transfer is not present at the surface,
due to some preferential orientation of the molecules,
then that site would not contribute to charge transfer.
Thus preferred configurations at the surface can affect the
charge compared to the charge that we would predict
from our model, which does not take into account any
preferred configurations. We will show an example of the
potential importance of a preferred configuration later in
the discussion below. Ultimately, the ability of our modeling
to fit the data, both qualitatively into a tribo series and
quantitatively compared to triboelectric charging parameters
and contact potentials, is a test of both the model and these
key assumptions.
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Figure 7. Relationship of chemical potentials to surface acid–base pa-
rameters: calculated from Ka/Kb and oxide CPD data; measured by
Yanagida.32

Linking QMmodeling to acid–base parameters, contact
potentials, and triboelectric charging
We have now established the basis for a QM model as well
as the previous acid–base model for electron charge transfer.
The next step is to develop quantitative links between the
different data sets, the QM modeling data, the surface
acid–base data, the contact potential data, and the charge
data.

In previous work metal oxide contact potentials were
measured30 and correlated strongly to Ka/Kb values.3 From
that correlation, and published Ka and Kb values,31 it is
possible to predict CPD values. Figure 7 shows CPD values
referenced to polystyrene. There are few CPDmeasurements
in the literature for polymers that also have knownmeasured
Ka/Kb values. Also, CPD values that are measured by Kelvin
potential or UV photoelectron spectroscopy (PES) have the
advantage that they are non-contact, which makes them
insensitive to the material cross-contamination on contact,
as well as the nature of the contact. Indeed, comparison of
contact potentials or work functions of insulative materials
by contact methods shows little consistency. Yanagida32

measured work functions at 40% RH by CPD and by UV
photoelectron spectroscopy. CPD and Ka/Kb values, which
were measured as a function of RH,30 were interpolated
to 40% RH to compare to Yanagida’s CPD values. The
correlation shown between the predicted CPD from Ka/Kb
and themeasured CPD fromYanagida in Fig. 7 is reasonable,
although data are very limited. The Yanagida data that are
fitted are for polystyrene (PS), PMMA, and polyvinylchloride
(PVC). It should be pointed out that the actual Ka/Kb values
are measured at 0% RH, and thus the extension to 40% RH
to predict CPD assumes that the RH sensitivity of the Ka/Kb
values and CPD values for the predictedmaterials is the same
as that of the metal oxides, since metal oxides are the only
materials here for which we have RH data available. Figure 8
shows a comparison of the predictedCPD fromKa/Kb values
to the CPD data collected by Strella33 using Kelvin potentials

Figure 8. Relationship of chemical potentials to surface acid–base pa-
rameters: calculated from Ka/Kb and oxide CPD data; measured by
Strella.33

Figure 9. Prediction of direction of charge transfer from DFT modeling
and triboelectric charging.

at high temperature (to increase conductivity to enable the
CPDmeasurements), and thuswith lowwater content. These
values thus are best compared to the CPD predictions of the
Ka/Kb values at 0% RH, which is what is shown in Fig. 8.
Again the fit is reasonable although again the data are limited.
The Strella data fitted are for PMMA, PS, polycarbonate
(PC), and PTFE. Overall the quantitative predictions from
the acid–base values are supported by the experimental CPD
data.

Figure 9 shows the predicted polarity of charge ex-
change, using DFT to calculate the precursor energy levels,
as was done for example in Fig. 6 and Table I, then
comparing the energy gaps to determine the lower energy
or forward charge transfer direction. The DFT predictions
were compared to those measured by mixing powders
and measuring a triboelectric charge blow-off. Here we
are qualitatively predicting the triboelectric series. We do
this qualitatively only, because due to the disparate sizes,
densities, shapes, and concentrations of the variousmaterials
used in the triboelectric blow-off, it was not possible to
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correct the charge data to account for these factors. Note
that in Fig. 9 the data are organized in the direction of the
expected triboelectric series based on the Ka/Kb values, so
PMMA on the left is predicted to be most positive, PTFE
most negative, with Kynar in the middle. Similarly, for the
oxide the alumina on the left is most positive, the silica on
the right most negative, with titania in the middle. Thus
it is generally expected based on the acid–base model that
the oxide charge will get progressively more negative from
alumina to titania to silica, and similarly that the charge of
the additive should get less negative, or more positive, as
we progress from PMMA on the left, to Kynar, and then
PTFE on the right. As shown in Fig. 9, for the most part
both of these general trends are observed: the order of the
oxide and of the polymers is mostly as expected, both for
measured triboelectric charge and for theQMDFTmodeling
prediction. For oxides charging with PMMA all three trends
match exactly, acid–base expectations, measured charge, and
DFT predictions, including the zero charge for alumina
with PMMA. Alumina and silica are predicted correctly for
charging with Kynar, but titania is predicted to be negative,
while no charge exchange was observed. However, titania is
predicted to be to the negative side compared to alumina
in the Kynar series, which is the observed order—in other
words we do predict the triboelectric series, from positive
to negative: alumina is more positive than titania. For the
Kynar–titania pair the two key conformations were studied,
with the Kynar CH bond facing the oxide, or the Kynar CF
bond facing the oxide. The CH orientation yields an energy
gap preference for electron transfer from Kynar to titania,
but does not show a reverse transfer. The CF orientation
did not show any appropriate states for electron transfer.
Thus for Kynar we were not able to find any states where
Kynar was an acceptor, in either configuration. It is not
clear whether this is a limitation of the modeling, either
in the model for titania or in the model for the oxide.
There may be other orientations that enable Kynar as a
donor that were not yet explored in the modeling. If there is
indeed a missing acceptor state in another orientation that
the modeling misses, this could explain the experimental
result. Another possibility is that there is a preferential
orientation of the Kynar on the surface. If the CH bond is
not expressed on the surface, only the CF bond is exposed,
then the modeling predicts no charge transfer, as only the
CH bond orientation shows possible electron transfer with
titania. Again, this would be in agreement with experiment.
Of course this preferred orientation would also potentially
affect the charging of Kynar with silica and alumina. As it
turns out, the modeling for silica and alumina with Kynar
in the CF orientation would not change the predicted charge
polarity, as both CH and CF orientations lead to a negative
silica charge, while theCF orientation dominates the alumina
charge. Thus the model and experimental data for Kynar are
fully consistent with all the observed oxide charge polarities,
if Kynar predominantly exposes CF on the surface. Such an
orientational preference in fact should be expected, as the
lowest energy configuration would preferentially have the

low surface energy CF bond at the surface. For charging
with PTFE, alumina is predicted by DFT to be positive as
observed, but silica is also predicted to be positive, while the
observed charge is negative. Interestingly, as we will show
later, the Ka/Kb values predict silica to be positive with
respect to PTFE in agreementwith theDFTmodeling, so here
the observed charge seems to be the odd man out. Indeed,
PTFE is a difficult material to measure experimentally, as it is
very prone to material physical transfer due to its softness, so
experimental measurements of charging are known to show
polarity reversals.34 For titania, even inspecting 11 excited
states with DFT, no charge transfer was seen; no acceptor
or donor was found for PTFE, though higher states might
provide transfer opportunities. DFT accuracy suffers too
much, however, to attempt to calculate higher excited states.
This could indicate that the modeling is missing something
for PTFE or titania. This could be because the molecular
structure used in the model is too simple and misses some
key aspect—this seems more likely for the titania, whose
surface chemistry could be much more complicated than
modeled, while PTFE is a relatively simple structure and
should be well represented by the trimer model used here.
It might also be that there is another configuration of the
charge transfer complex other than the one studied for
PTFE that is important for charge transfer. Overall there is
reasonable qualitative agreement between the modeling and
the observed triboelectric series, and the expectations of the
acid/base model, though more work is needed.

Tomake a quantitative link between the CPD values, the
chemical potentials, and the surface chemistry of the acceptor
and donor sites, we can rearrange Eq. (3), writing it in a
general form for any two surfaces, A and B,

CPD = [(φb(A) − φa(B))− (φb(B) − φa(A))]

= C · ln[Ka(A)/Kb(A)] − ln[Ka(B)/Kb(B)], (7)

where C is a constant. The energy difference [(φb(A)−φa(B))]

in Eq. (3) is the energy gap for material A as a donor and
material B as an acceptor, while the energy difference in
Eq. (3) is the energy gap for material B as the donor and
material A as the acceptor. The interrelationships can also
be seen from Fig. 1. Also, using Eqs. (3) and (4), the CPD
can be expressed in terms of the Ka/Kb values. Thus, if we
plot the energy difference,1E(Donor)−1E(Acceptor), for
the polymer with the different metal oxides, as calculated
by DFT, which is the calculated CPD, with respect to the
measured CPD for the polymer and the same metal oxides,
as calculated by the Ka/Kb values, we expect a straight line
with intercept of zero (there is no constant term in Eq. (7)).
If the energy gap difference is negative, the polymer is a
better donor than acceptor for the metal oxides, as is seen
for PMMA in Figure 10. If the energy gap difference is
positive, the polymer is a better acceptor than donor for
the metal oxides, as seen for PTFE in Fig. 10. Similarly,
the PMMA–oxide CPD values are negative, for PTFE–oxide
positive. The correlation shown in Fig. 10 also passes close
to the origin, as it should, although the best fit slope is
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Figure 10. Energy gaps in a precursor complex with the polymer as the
donor or acceptor compared to the CPD values of silica, alumina, and
titania with PMMA and PTFE.

not exactly 1:1 as would be expected, although given the
limit data and experimental uncertainties, the fit is not
inconsistent with a 1:1 slope. Overall, it is an encouraging
start to developing a quantitative model.

As a final check of the quantitative model for DFT and
the acid–base model, we can compare the individual DFT
calculated donor–acceptor gaps for PMMA and PTFE with
the metal oxide additives to the CPD values calculated from
the Ka and Kb values. Referring to Fig. 1, the donor–acceptor
energy gaps are

Eg(A,B)= φb(A)− φa(B);Eg(B,A) = φb(B)− φa(A). (8)

Here we are again writing the equation for the two general
surfaces A and B, and where the two gaps represent the
two possibilities for charge transfer, Eg(A,B) where A is the
donor, Eg(B,A)where B is the donor. Now φa increases with
ln Ka and φb increases with − ln Kb, as shown by Eqs. (13)
and (14) in reference 3 (Part 1). Using these relationships,
Eq. (8) becomes

Eg(A,B)= ln[Ka(A)Kb(B)];

Eg(A,B)= ln[Ka(B)Kb(A)]. (9)

Figure 11 shows the plot of Eq. (9) for the two polymers
PMMA and PTFE as either donor or acceptor to the metal
oxide additives, silica, titania, and alumina. The correlation
is reasonable, considering that it is a comparison of the
predictions of the DFT model of the energy gaps and the
predictions of the Ka/Kb model of the CPD differences. The
plot does indeed show that the energy gaps between the
donor and acceptor follow the expected trend, the larger
Ka (the better the acceptor) and Kb (the better the donor)
the smaller the energy gap. PTFE as a donor appears to be
showing more variation than as an acceptor, or than the
PMMA. PTFE is an excellent acceptor, but a terrible donor,
so it may be that it is just difficult to predict the very weak
donation capacity in this case. Again, this is good support

Figure 11. Energy gaps in the precursor complex to triboelectric charging
of silica, alumina, and titania versus PMMA for forward and reverse gaps.

of the DFT and acid–base model for the donor and acceptor
states in polymers and metal oxides.

CONCLUSIONS
Progress has been made in the integration of chemistry and
physics in a reasonably complete model of charge transfer in
insulators, coupling both the theory and experiment. Both
DFT QMmodeling and observed IGC acid–base parameters
have enabled new understanding of the key elements of
electronic charge exchange in insulators. The key elements
of that integrated model are as follows.

(1) The high density of surface states model.
(2) The surface states are Lewis base electron donors and

acid acceptors.
(3) Charge transfer is enabled by a precursor charge transfer

complex of the two materials in contact.
(4) The Lewis base sites are associated with the HOMO

and its excited states of the precursor charge transfer
complex.

(5) The Lewis acid sites are associated with the LUMO and
its excited states of the precursor charge complex.

(6) Both materials can potentially act as both a donor and
an acceptor; thus charge transfer is bidirectional, and the
net charge transferred is determined by both processes.

(7) The orientation of themolecules at the interface between
the two surfaces is critical to the ability to transfer charge
and to the magnitude of the electron transfer gaps.

(8) The orientation of the molecular dipoles at the surface is
critical to the electron transfer gaps.

(9) The energy required for the electron transfer is too large
to be supplied by thermal energy and is proposed to be
supplied by the collisional energy on contact of the two
surfaces.

DFT QM modeling of precursor charge transfer com-
plexes calculates the energy gaps for forward and reverse
charge transfer processes in the bidirectional model, which
shows promise to predict the triboelectric series for polymers
and metal oxides, and to predict quantitative contact
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potential differences, which are in turn predicted by the
material’s surface Ka/Kb acid–base parameters. This study
does not rule out a contribution of ionic charge transfer in
insulators, though it does show that for the metal oxides and
polymers studied here an electron transfer process is fully
consistent and appears to be sufficient to describe the salient
features of the charge transfer.
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