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Abstract. A dual camera setup is proposed, consisting of a fixed
(stationary) camera and a pan-tilt—-zoom (PTZ) camera, employed in
an automatic video surveillance system. The PTZ camera is zoomed
in on a selected point in the fixed camera view and it may automatically
track a moving object. For this purpose, two camera spatial calibration
procedures are proposed. The PTZ camera is calibrated in relation to
the fixed camera image, using interpolated look-up tables for pan and
tilt values. For the calibration of the fixed camera, an extension of the
Tsai algorithm is proposed, based only on measurements of distances
between calibration points. This procedure reduces the time needed
to obtain the calibration set and improves calibration accuracy. An
algorithm for calculating PTZ values required for tracking of a moving
object with the PTZ camera is also presented. The performance
of the proposed algorithms is evaluated using the measured data.
©2013 Society for Imaging Science and Technology.
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INTRODUCTION
Video cameras in modern surveillance systems are used
not only for operator-controlled, visual monitoring of the
protected areas, but also for automatic video content analysis
and detection of important security threats. Such systems
serve as automatic assistants to surveillance operators,
notifying them about events that may represent security
threats.! Although the majority of such systems are focused
on analysis of video recordings, modern solutions perform-
ing event detection in real time are currently engineered
by scientists and produced by manufacturers. Automatic
event detection requires performing several video analysis
operations in a chain; all of these operations need to be
performed in the online mode. Fixed or stationary cameras,
with a constant field of view, are typically used for video
content analysis. They are often high-resolution cameras, in
order to enable detailed video analysis and event detection.
Pan—tilt-zoom (PTZ) cameras, with adjustable field
of view, form a second type of video acquisition device
used in surveillance systems. Because of the changing view,
these cameras are not usually employed for automatic video
content analysis. However, the adjustable field of view and
great optical zoom capabilities make this camera suitable
for providing a detailed, zoomed-in view of a selected part
of the monitored space, e.g. an object causing an event.
In the majority of monitoring systems, PTZ cameras are
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operator-controlled only, so if the system detects an event,
the operator has to manually set the PTZ camera on the area
of interest.

In order to make automated video surveillance systems
more efficient, a dual camera setup is proposed in this
article. One of the cameras is a fixed one, providing data for
automated video content analysis with event detection. If an
important event is detected, the second camera, of PTZ type,
is automatically pointed at the area of the event. Moreover,
the proposed system is able to track movements of the
selected object on a frame-by-frame basis, by directing the
PTZ camera at the detected position of the moving object. In
order to realize these goals, a relationship between the point
position in the real world and the position of the same point
observed in both cameras has to be established. Therefore,
a spatial calibration procedure has to be performed. Based
on the measured coordinates of the calibration points,
transformations between different coordinate systems (real
world and two separate cameras) are computed.

Various methods of calibrating cameras with constant
field of view have been proposed in the literature. One of
the most popular approaches is the Tsai method,? which
uses pairs of coordinates of calibration points measured in
both the real world and the camera image as an input to
the procedure that estimates the conversion parameters. This
method is based on a pinhole perspective model and uses two
transformations: one for the perspective effect and another
for camera lens distortions. This method is applicable to both
indoor and outdoor cameras, but its main drawback is that
the position of each calibration point has to be accurately
measured in the real world coordinates. An alternative and
often used method was proposed by Zhang.? It uses a simpler
approach, requiring the camera to observe a planar pattern,
e.g. a regular checkerboard, in several different orientations.
This is a quick and accurate method, in which the coordinates
of the calibration points may be extracted automatically.
However, this method is mostly suitable for indoor cameras,
for calibration in a close field of view. Calibration of outdoor
cameras mounted several meters high above the ground
using this method is impractical. Some other approaches may
also be found in the literature. For example, Heikkil and
Silven proposed a four-step procedure for camera calibration
with implicit image correction, with an easier method of
estimating camera intrinsic parameters.* Clarke and Fryer
published a survey of some older calibration methods.”

Mar.-Apr. 2013



Szwoch, Dalka, and Czyzewski: Spatial calibration of a dual PTZ-fixed camera system for tracking moving objects in video

fixed cam<>

X
f
‘o PTZ cam Fixed camera system
tift =
———————— el 2=
~ it r = O 1
PTZ camera system 3
Porz = (pan, Gl X, AN
s N
i
N
S N
= S
AR S
— A T

Py =X Ve 2,)
Sy

Y
X

w

Figure 1. The dual camera sefup and the three coordinate systems.

Several spatial calibration methods dedicated to PTZ
cameras have also been published. The first important work
on this subject is by Agapito et al.® They proposed several
self-calibration methods, based on infinite homography
constraints. Their work was extended by Junejo and Foroosh,
who solved the general rotation problem using a series of
Givens rotations.” Obukhov et al. developed a quick and fully
automatic method for PTZ camera calibration, which as-
sumes that intrinsic camera parameters are known a priori.?
Other approaches perform PTZ camera calibration using
multiple views, by analyzing inter-image homographies.’

So far, no work on calibrating a specific dual camera
system, in which the PTZ and the fixed camera are not
treated independently, has been published. In previous work
by the authors, the dual camera system was calibrated using
geolocalization data, mainly for tracking an object with a GPS
receiver.'!%!! Other experiments were conducted with spatial
calibration of a dual camera system with known (accurately
measured) height and position of the camera in the real
world coordinate system.12 In this article, a novel method
of dual camera setup calibration for a system designed
for automatic tracking of a moving object using the PTZ
camera is proposed. Two separate spatial calibrations are
performed. The first one relates the PTZ camera position
with pixel coordinates of the fixed camera image and allows
for directing the PTZ camera to a specific position in
the fixed camera view. A method for efficient calibration
using only the fixed camera image is proposed. The second
calibration allows for coordinate conversion between the
fixed camera image and the real world system. For this
purpose, the Tsai method is extended with a robust algorithm
for estimating coordinates of calibration points using only
direct measurements of distances between them.

SPATIAL CALIBRATION OF A DUAL CAMERA SYSTEM
The aim of the study is to calibrate a dual PTZ-fixed camera
system in order to facilitate video content analysis using
fixed camera images, track movement of an object using the
PTZ camera and position this object in a real world space.
Therefore, coordinate systems are defined separately for each
camera and for the real world, then separate calibration
methods for both cameras are proposed and, finally, an
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algorithm for object tracking with the calibrated camera
system is presented.

The dual camera system setup

The setup consists of two cameras. One of them is a
fixed camera, with a constant field of view. The images
obtained from this camera are used for video content analysis
(detection and tracking of moving objects, automatic event
detection). The second camera is a PTZ one, with the field of
view (FOV) adjustable with pan, tilt and zoom parameters.
This camera is used to provide a detailed view of a selected
area in fixed camera view and to track moving objects.
The PTZ camera is required to allow absolute positioning,
i.e., setting the camera to given PTZ values has to result in
the same FOV. Additionally, the camera has to provide a
means for accurate reading of the current PTZ parameters.
During the experiments carried out, IP cameras controlled
by HTTP commands for setting and reading camera position
were used. It is not required that both cameras are mounted
close to each other, although the FOV of the fixed camera
should be covered by a reasonable range of pan and tilt values
in the PTZ camera. For the purpose of conversion of point
coordinates between these two cameras and the real world
space, the following three coordinate systems are defined
(Figure 1).

The PTZ camera coordinates are related to the camera
positioning parameters. The pan is a horizontal camera angle
(azimuth), ranging from —180 to 180 degrees. Increasing pan
by a positive value results in turning the camera clockwise. It
is required that the camera allows continuous pan changes
in the whole range of horizontal angles, therefore angle
wrapping has to be taken into account. The tilt is a vertical
angle (elevation), with increasing value when the camera is
tilted up; the range is defined by the camera capabilities.
Therefore, Pprz = (p, 1) is a pair of pan and tilt settings that
define a ‘ray’ cast from the camera through the center pixel
of the PTZ camera image. The zoom value only sets the area
of the camera view and it may be neglected, provided that
changing the zoom value does not shift the center point of
the view.

The fixed camera system is related to the view of the fixed
camera. The position of any point visible by the fixed camera
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is defined by the pixel coordinates

where wy and Ay are the width and the height of the fixed
camera image in pixels, respectively. The point (0, 0) is
situated in the top-left image corner, point (wy — 1, hy — 1)
in the bottom-right corner.

The real world coordinate system defines the position
Py, = (xy, yw, 2w) of any point in the three-dimensional
Cartesian system, using physical units, e.g., meters. It is
assumed that the origin and axis directions of this system may
be selected arbitrarily.

Because of the three different coordinate systems used at
the same time, a method of coordinate conversion between
these systems (conversion to or from Pprz, Pr, P,) has
to be developed. Establishing relations between different
coordinate systems requires calibration of both camera types.
Conversion methods are described in the following sections.

Pr = (xf, yr)|xr € (0, wg — 1),

Spatial calibration of the PTZ camera

Transformation of point coordinates between two different
camera types is required for aiming the PTZ camera at
a specific point in the fixed camera view. Most of the
published work on PTZ camera calibration relates PTZ
camera parameters to the real world coordinate system.
However, because a dual camera setup is utilized in the work
described here, the PTZ camera system will be related to
the fixed camera system. The problem may be defined as
follows. Given any pixel position Py = (xf, yr) in the fixed
camera view, it is required to find Pptz = (p, ) so that the
center point of the PTZ camera view represents the same
point in the real world system as Pr. Using this conversion,
it is possible to point the PTZ camera at any object whose
position is specified in fixed camera coordinates. If this object
moves, the pan and tilt values may be modified according to
the current object position provided by the object tracker, so
that the PTZ camera follows the moving object.

The relationship between the coordinate systems of
two different camera types is, in general, non-linear and
dependent on camera orientation. Therefore, finding a
mathematical relation between these two systems is problem-
atic. Instead, the authors have chosen an approach based on
interpolation of measurement results. The spatial calibration
procedure is performed as follows. First, a number of distinct
points in the fixed camera image are selected. These points
should be easy to identify in the PTZ camera view, remain
constant in time and be positioned on the ground plane.
Additionally, these points should cover the whole camera
view (including both near and far fields) and should not
be clustered in some parts of the view (a grid of evenly
spaced calibration points would be an optimal case). Various
landmarks such as posts, traffic lane markings, small trees,
etc. are good candidates for selection, provided that a point
situated on the ground plane (e.g., the base of a post) is
clearly visible in the camera view. If the number of such
landmarks is not sufficient, custom calibration markers have
to be placed in the camera view. For each calibration point,
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its pixel position Py is measured. In the next stage, the PTZ
camera is set so that the selected point is situated exactly in
the center of the image (the zoom value is set so that the point
and its surroundings are clearly visible). Pan and tilt values
are read from the camera. As a result, a set of N, calibration
points is defined:

e = {4, yfi, Pi Wi 1) ~ (i vy}, i=1...Ne. (2)
This set defines the conversion between the systems of the
fixed and PTZ cameras, for points contained in the set. Pan
and tilt values for pixel positions that are not contained
in the set are obtained by interpolation. Additionally,
extrapolation is needed for points situated outside the range
of calibration points. Linear interpolation is the simplest
method, and it may be performed in real time, but its
accuracy may be too low for exact PTZ camera control,
especially if the number of calibration points is small. More
accurate interpolation methods, e.g., the cubic one, are too
computationally expensive for real time implementation.
Therefore, an approach based on offline computation of
interpolated and extrapolated PTZ values was chosen. Two
matrices are obtained for estimated pan and tilt values.
The size of each matrix is equal to the size of the fixed
camera image in pixels. These matrices are stored in memory
and used as look-up tables, allowing for quick conversion
between the pixel and the pan—tilt values.

For calculation of the look-up tables, a method that
allows for accurate interpolation and extrapolation of a
non-linear surface, given a small number of node points (less
than 0.01% of the total pixel count), is required. Because
of this, a method based on biharmonic splines, proposed
by Sandwell,!* was chosen. This method corresponds to
multiquadric interpolation, and it both interpolates and
extrapolates points non-uniformly spaced on the grid. If the
input data is a vector

x =[xy, ] (3)

then the pan value at position x is given by the equation

NL‘
PX) =Y ajda(x — X)), (4)

=1

where «; is a coefficient found by solving a linear equations
system

Ne
pi(x) = Z%‘(ﬁz(xz‘ - X)) (5)

J=1

fori=1...N, and ¢, is a biharmonic Green’s function for
two-dimensional interpolation given by'?

$r(x) = |x|2(MXI=D, (6)

Solving Egs. (3)—(6) for all pixels in the fixed camera image
(both inside and outside of the calibration points range)
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results in the complete look-up table for pan values. The table
for tilt values is computed separately using the same method.

A reverse conversion from PTZ values to a fixed camera
pixel position is more complex, as it requires finding the
position (xr, yr) within the look-up tables Tp, T7 for which
the distance between the input pan—tilt (p, f) and the values
stored in tables the is the smallest:

P(p, t) = (x, yr)| min

% (y/(Teayyp = P2+ (P10 (7)

With the proposed approach, transformations in both
directions between the coordinates of the two camera types
are defined. It should be noted that in the case of IP cameras
remotely accessible through a network, the whole calibration
procedure can be executed remotely, without the need to
perform any measurements in situ (provided that no custom
markers have to be placed in the camera view).

Spatial calibration of the fixed camera

The problem of coordinate conversion between the fixed
camera and the real world systems is solved by finding a
relation between the pixel coordinates (xf, yr) in the fixed
camera view and the point (x,,, ¥, Zy) in the real world,
represented by this pixel. For a fixed type and orientation
of the camera relative to the ground plane, the conversion
is determined by intrinsic parameters, related to the camera
optical system, and extrinsic parameters, depending on
the camera positioning and orientation. The calibration
procedure of the fixed camera is usually performed by
collecting data on selected calibration points and measuring
their coordinates in both systems. Pairs of coordinates
(Py, Py) for all calibration points are then input into the
algorithm that finds values of both intrinsic and extrinsic
parameters, usually by means of non-linear optimization.
With these parameters calculated, coordinates of any point
may be converted to the other system. This conversion is
needed, e.g., in order to find positions of moving objects
in the real world, as well as for object size estimation (for
object classification purposes) and velocity estimation (for
automatic event detection).

In the described work, a method for calculation of
conversion parameters proposed by Tsai’ is used. Eleven
parameters need to be estimated: five intrinsic parameters
(focal length, radial lens distortion, position of the center
of radial lens distortion and the uncertainty scale factor)
and six extrinsic ones, related to translation and rotation
of the camera relative to the real world coordinate system
in three dimensions. In order to estimate all parameters, a
reasonable number of calibration points have to be provided
and their coordinates in both systems have to be measured
with high accuracy. A non-planar calibration, including
points of different height z,,, requires more calibration
points than a planar one, in which all points are assumed
to be positioned on the ground plane (z,, = 0). It should
be noted that Tsai’s algorithm requires six more so-called
‘fixed intrinsic’ parameters, related to the camera’s frame
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grabber. These parameters are expected to be constant for
a given camera model and their values should be provided
by the manufacturer. However, in most modern camera
models these are not available, and estimation of these fixed
parameters is problematic.

Tsai’s calibration method imposes some important re-
strictions on the calibration data. The real world coordinate
system has to be right-handed, with the origin inside the
image view and not close to either the center of the camera
view or the Y axis in the camera system. This may be handled
by rotation and translation of the real world coordinate
system and inversion of the direction of axes. Moreover,
the calibration points have to span the whole usable range
in the camera view and the perspective distortion effect
has to be evident. However, the most important restriction
is that direct real world coordinates of the calibration
points have to be provided. It is not sufficient to measure
distances between the selected calibration points, as the
distance and orientation of each point relative to the real
world system origin must be specified. This fact is a main
source of measurement errors that result in an inaccurate
calibration. The measurements are usually easier in indoor
environments, where it is possible to use distinct elements,
e.g., floor tiles, as a reference. However, in the case of outdoor
environments where calibration points cannot be arbitrarily
selected, e.g., on busy crossroads in the city, this problem is
difficult to overcome.

In order to simplify the calibration procedure in the
described cases, a method of estimation of real world
coordinates based only on measured distances between
calibration points is proposed. This method assumes that
all calibration points are coplanar, e.g., they are placed on
the ground level, and it is based on constructing a triangular
mesh from the calibration points. Measured distances must
be selected carefully in order to guarantee that a convex
hull of calibration points can be divided into triangles in
such a way that any two triangles share a common side,
a common vertex (calibration point) or do not have a
common point at all. There are no restrictions on the relative
placement of calibration points, i.e., they do not have to be
collinear or orthogonal, and no angular data are required.
However, it is advised to avoid singular paths of triangles
having common edges that connect different parts of the
mesh in order to make the calibration results more robust
against measurement inaccuracy. In the example shown in
Figure 2(a), there is only one path connecting triangles A and
B, and hence inaccuracy in measuring edge E would result
in a skew of the whole mesh, so errors would increase with
the distance from the edge E. This sample mesh should be
supplemented with one more calibration point P and four
edges (measuring distances) presented in Fig. 2(b) in order
to increase calibration robustness.

The input of the procedure for estimation of real world
coordinates is a set of edge lengths (i.e., distances between
calibration points). The edges form a unidirectional graph.
Triangles in the graph are found using a deep-first search
algorithm in order to recognize all back edges, i.e., the edges
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Figure 2. Sample triangular mesh of calibration points with a weak path between friangles A and B (a) that is very sensitive fo edge E measurement
inaccuracy, and the corrected mesh (b) with one point P and four edges added.

that point back to an ancestor during the graph traversal. A
back edge denotes a cycle in the graph, and all cycles induced
by back edges form a basic set of cycles; each basic cycle
corresponds with one triangle. Therefore, each back edge
defines two vertices of a triangle; the third one is found as
a graph vertex being adjacent to both back edge vertices.

In the next step, the coordinates of all graph vertices
are found. The basic procedure finds coordinates of the
third vertex C of the triangle 7', knowing the coordinates
of the other two vertices A = (Ay, A,) and B = (By, By)
and the distances ds¢ and dgc between the known vertices
and the vertex C = (Cx, Cy). This may be accomplished
by calculating the two intersection points of two circles
anchored at A and B, having radii dac and dpc, respectively,
according to the formulas

Bx + Ax (Bx - Ax) : (dic - dlzgc)
Ce= + -
2 2: dAB

N 2-(By;Ay)~K>’
dAB
C.— (By 1A, n (By — Ay) - (3 — dg)
y= >
2 Z'dAB

(8)

2. (Bx _Ax) -K
dip ’

where djp denotes the distance between vertices A and B. K
is the area of the triangle T calculated using Heron’s formula:

1
K= \/((dAc +dpc)? — dip) - (dig — (dac — dc)?).
)

The valid intersection point is selected using the fact that
the C vertex has to extend the boundary of the current
triangulated area; therefore, it has to be on the opposite
side of the line connecting points A and B to the third,
already-known vertex of the other triangle containing edge
AB:; in the case of the first triangle of the graph, any solution
may be selected.

Using the calibration point A as the starting vertex of
the graph, the coordinates of all other calibration points are
calculated. Point A forms the origin (0, 0) of the instan-
taneous coordinate system. The first triangle 7 containing
vertex A is found. The positive X axis of the coordinate
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system is directed along the vector connecting the point A
with an arbitrarily chosen second vertex B of the triangle
T; therefore, its coordinates are (0, dag). The coordinates of
the third vertex of triangle T are found according to Eq. (8).
Next, another triangle having only one vertex with unknown
coordinates is located and the procedure is invoked again
until the coordinates for all calibration points are known.
The calibration procedure is repeated for each graph
vertex as the starting point. In the result, a set of N
coordinates for each calibration point is acquired, where
N is the number of calibration points. The results are
merged in order to reduce the influence of measurement
inaccuracies on the calibration results. For this purpose, an
affine transformation matrix M; having size 2 x 3 is found for
each set of coordinates S; that converts the coordinates to the
common coordinate system defined by the user as the most
convenient one; usually one axis of the system is collinear
with one of the graph edges. The final real world coordinates
of the point P = (P,, Py, 0) are calculated using the equation

N P,
Py 1 ;
[P}NZMZ-- P, (10)
X i=1 1
where (Pfc, P;,) are the coordinates of the point P in the i-th
set S;.

With the fixed camera calibrated, the conversion of the
coordinates is a two stage process. The coordinates of the
point in the real world system are first converted to the
undistorted camera plane using extrinsic parameters, and
then to the distorted camera plane, with intrinsic parameters,
resulting in calculated pixel coordinates in the fixed camera
view. The inverse conversion is possible using the same
algorithm, but since it is performed from 2D to 3D space,
the height value z,, needs to be provided. Therefore, either a
height map is needed, with the z,, value stored for each pixel,
or the height must be directly specified (for example, it may
be assumed that the point is on the ground, i.e., z,, = 0).

TRACKING MOVING OBJECTS WITH THE PTZ
CAMERA

The calibration procedures for the fixed and PTZ cameras
presented in the previous section are implemented in the
framework for automatic tracking of objects moving within
a fixed camera FOV, with PTZ cameras. A graph of the
framework is presented in Figure 3. The framework receives
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Figure 3. Block diagram of the framework for moving object tracking with PTZ cameras.

a video stream from a fixed camera. Moving objects are
automatically detected using the algorithm based on back-
ground modeling with Gaussian mixture models as these
proved to be effective in the authors’ earlier experiments.'*
The results of background modeling are post-processed by
detecting and removing shadow pixels (based on the color,
luminance and texture of shaded regions). Next, movements
of the detected objects (blobs) are tracked in successive image
frames using a method based on Kalman filters that allows
prediction of object positions in the current frame based
on past observations.'> By comparing results of background
subtraction with predicted object positions, it is possible
to correlate each tracker with the detected movement, so
that the movement of each object is tracked continuously.'®
The standard method has been improved by the authors
in order to handle conflict situations such as passing by,
partial occlusions, merging, splitting, etc.!” For this purpose,
an iterative, appearance-based blobs to trackers matching
procedure has been developed, which has proved to perform
well in the case of high traffic.'®

With the graphical user interface application, a user of
the framework is able to select an arbitrary point or a moving
object within the fixed camera FOV. The selection is sent to
the framework and point/object real world coordinates are
calculated using the procedure described above, assuming
that the selected point/object is located on the ground level
(the z coordinate of the real world system is zero). In the
case of moving objects, the delay of the system must be taken
into account in order to successfully track persons/vehicles
in motion, i.e., objects of interest have to be always present
near the center of a video frame from the PTZ camera. The
delay is caused by video processing, data transmission and
time required for executing the PTZ command. The delay
compensation is performed by setting the PTZ camera to a
predicted, real world position of the object instead of the one
converted directly from the pixel coordinates. The prediction
time should be equal to the total delay in the framework. In
the current implementation, a linear predictor is used that
estimates object position based on its instantaneous velocity
and heading (direction of movement). The delay introduced
by video processing is roughly estimated by comparing the
current time with a timestamp generated when a video frame,
used for obtaining the object location, was captured by a fixed
camera. An additional constant delay equal to 0.1 s is added
to compensate for other delay factors.
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The predicted object position (%, ¥, Z) is given by the
equation

X X vy - sin(®)
l=|y|+d-|v-cos(®)], (11)
Z 0 0

where (x,y,0) is the real world position of the object
derived directly from video frame pixel coordinates, d is the
framework delay in seconds, and v and ©® are the object’s
current speed and heading, calculated as follows:

A (12)

O =atan2(vy, vy),

where vy and vy are estimates of object velocity (in physical
units) in the horizontal and vertical directions of the real
world coordinate system, respectively.

The estimated object position (or direct point position)
is used to calculate pan, tilt and zoom parameters according
to the description above and to aim the PTZ camera at the
required location.

EXPERIMENTS AND RESULTS

PTZ camera calibration

In order to verify the proposed procedure for conversion
between the coordinates of PTZ and fixed cameras, a test
system consisting of one PTZ and one fixed camera, mounted
on the same lamp post, was calibrated. The fixed camera was
an IQeye 702, with 1600 x 1200 pixels resolution. The PTZ
camera was an Axis 233D, with a resolution of 704 x 576,
continuous pan control and tilt controlled in the range from
—90 to 0. The spatial calibration procedure was performed
and verified remotely, through the network. The PTZ camera
was controlled using HTTP commands through the VAPIX
protocol.

In the fixed camera view, 181 calibration points were
selected. This constitutes less than 0.01% of all pixel
coordinates in the image. Distinctive points, such as edge
of traffic lane markings, posts, etc. were used. These points
covered the whole FOV of the fixed camera (Figure 4). The
pixel coordinates of the calibration points were measured.
In the next stage, the PTZ camera was directed at each
individual calibration point, using the crosshair cursor in the
center of the PTZ camera image. The zoom value was set
so that the calibration point could be easily identified. Pan
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Figure 5. Surface plot of pan values estimated for all pixel positions
(x¢, yp), obtained using the proposed method.

and tilt values were noted for each calibration point. As a
result, each calibration point was described using four values:
G, 55 P> 1)

In the next stage, look-up tables were computed for pan
and tilt, separately. The approach presented in this article,
based on biharmonic splines, was used for interpolation of
data between calibration points used as mesh nodes, as well
as for extrapolation outside of the calibration points range.
Computed look-up tables may be visualized as surfaces
(Figures 5 and 6). It can be noted that in the case of the test
system, the tilt surface is almost flat and tilted in relation
to the fixed camera image plane. The surface for the pan
look-up table is almost flat in the central image area and bent
on the edges.

In order to test how many calibration points are
required for satisfactory accuracy of pan/tilt estimation,
the calibration procedure was repeated for smaller sets of
calibration points, uniformly selected from the original set.
Next, the obtained look-up tables were used for estimating
pan and tilt values for all calibration points. The results,
expressed as a mean square error and a mean absolute
difference between the measured and the estimated pan/tilt
values, are presented in Table L. It can be observed that in
the case of the test system, as few as 20 calibration points are
enough to obtain satisfactory accuracy, with a mean absolute
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Tilt

Figure 6. Surface plot of tilt values estimated for all pixel positions (x¢, yp),
obtained using the proposed method.

difference smaller than 1° for pan and 0.1° for tilt. Further
reduction of the number of calibration points leads to rapid
increase in error values. Using 50 to 75 points should be
enough for good estimation accuracy with fixed cameras of
similar resolution; fewer points will be required for lower
image resolutions. For more than 100 points, no significant
improvement in estimation accuracy was observed, absolute
differences were low and mean square error was fluctuating.

Fixed camera calibration

For assessment of the accuracy of the proposed extension
of Tsai’s calibration method which calculates coordinates of
calibration points based only on measurements of distances
between the points, the following test was performed. Several
synthetic sets of a different number of calibration points,
covering a virtual field of 18 x 15 m, were generated. In each
set, points were first spaced uniformly on the grid, then they
were shifted randomly in the range of 1 m. Thus, reference
sets of points were obtained. Next, triangular meshes for
each set were constructed and the side lengths in each
triangle were computed as the measurement data. In order
to simulate measurement errors, the calculated distances
were ‘polluted’ with a zero-mean Gaussian noise. The test
procedure calculated the coordinates of points using the
provided data. The results were compared with the reference
data and values of root mean square error (RMSE) were
computed. These tests were repeated for varying standard
deviation of the Gaussian noise, simulating the range of
measurement errors.

In Figure 7, results of the simulation for three point
sets, consisting of 30 points (6 x 5 grid), 20 points (5 x
4) and 12 points (4 x 3), are presented. Calculated RMSE
values are plotted against the standard deviation of the noise.
In the case of a zero noise, the estimated coordinates are
consistent with the reference data. With increasing standard
deviation of the noise, RMSE rises almost linearly. For larger
calibration point sets, the error is higher, and the difference
increases when the noise deviation is larger. This effect was
expected, because for larger data sets, a larger number of
triangles has to be processed and errors introduced with
the processing of each triangle are accumulated. However,
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Table I Results of pan and filt estimation using the proposed method, expressed as mean square error (MSE) and mean absolute difference (MAD), for varying number of points
used for esfimation.

Num. of points 10 20 25

50

75 100 125 150

MSE 7.948
MAD 2.023

2.338
0.608

1.851
0.482

Pan

0.388
0.162

0.036
0.064

0.015
0.042

0.031
0.035

0.048
0.032

Tilt MSE 0.053
MAD 0.193

0.025
0.089

0.009
0.054

0.0019
0.028

0.0016
0.023

0.0013
0.017

0.001
0.011

< 0.001
0.006

0.5
0.45

0.4 30 points

0.35

0.3

0.25

0.2

Estimation RMSE

12 points
0.15

0.1

0.05

0 0.02

0.04 0.06 0.08 0.1 0.12 0.14
Standard deviation of the measurement noise

Figure 7. Results of simulation in which coordinates of calibration points
were estimated with the proposed method, using synthefic data with
added Gaussian noise. The plot presents the root mean square error of
the estimation versus the standard deviation of the noise, for three synthetic
data sefs.

assuming that the accuracy of real measurements is up to
10 cm, which is roughly simulated by a Gaussian noise with
standard deviation equal to 0.03, the mean error of point
coordinate estimation is about 2 cm for the 12-point data
set and about 8 cm for the 30-point data set. Therefore, the
accuracy of the proposed algorithm is satisfactory. Moreover,
elimination of the need to maintain the correct orientation
of each calibrated point relative to the reference point (the
origin of the coordinate system) reduces measurement errors
in the original approach. Note that although smaller data sets
result in lower RMSE in the estimation, higher errors may be
obtained during the actual calibration due to small coverage
of the calibrated area.

In order to assess the performance of the proposed
algorithm in a real world scenario, calibration of two cameras
was performed using two approaches. First, the original Tsai
calibration method was used for a set of calibration points
carefully positioned on a rectangular grid, so that the exact
real world coordinates of each point could be obtained. Next,
distances between points selected arbitrarily in the camera
view were measured, forming a triangular mesh covering
the observed space. The coordinates of these points were
then calculated using the proposed triangle algorithm, then
the Tsai model was applied for calibration. The results of
both calibrations were compared using three error metrics.
An image plane error is calculated by converting measured
real world coordinates of each calibration point to image
coordinates using the calibrated model, and measuring the
pixel distance between the actual and the converted pixel
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position. An object space error is calculated by performing
the reverse conversion, from image to real world system,
and calculating the distances between the converted and the
measured points. Both measures are expressed as a mean
and standard deviation of distance error, as well as a mean
squared error. Additionally, a normalized calibration error
(NCE) is calculated for assessment of the overall accuracy
of the calibration model, using the formula proposed by
Weng!:

N N NI 1/2
NCE — i Z X —x)° + (YI )’t) ’ (13)
N 2 fHH/12

i=1

where (x;, y;, z;) are the true coordinates of the i-th calibra-
tion point in the camera-centered system, (%;, y;, z;) are the
coordinates of the i-th point back-projected to plane z = z;
using the calibrated model, f, and f, are row and column
focal lengths, respectively, and N is the number of calibration
points. Ideally, the NCE metric should be equal to one.

Test results are presented in Table II. It can be seen
that the proposed method improves calibration accuracy,
as all error metrics are lower than for the original method.
Errors in the original approach resulted from inaccurate
measurements of calibration point coordinates, as each point
position needed to be related to the real world system origin,
which was difficult to achieve. This problem was not present
in the proposed approach, as only distances between point
pairs were measured. Errors introduced by the algorithm
converting measurements to point coordinates were lower
than those related to measurements in the original method.
As a result, the MSE for the object space, representing the
accuracy of estimating point positions in the real world
system, was approximately 3.3 times lower for the first
camera and 6 times lower for the second one. The NCE values
were also lower for the proposed method. It should also be
noted that the proposed approach is easier to perform than
the original one, as only distances between selected points are
measured, without need to maintain the relation to the real
world system origin.

Additionally, several distances between pairs of points
selected in the camera view (other than the calibration
points) were measured. The pixel coordinates of these points,
measured in the camera image, were then converted to
the real world system using the calibrated camera model.
Distances between the converted points were calculated and
compared with the measurement results. The calculated
values of the MSE for this test set were 11,630 mm? for the
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Table II.  Error metrics for two cameras calibrated with the Tsai algorithm, using the original and the proposed methods. Errors are expressed as means with standard deviations and
mean square errors for both the image plane and the object space, and also as normalized calibration errors (NCEs).

Camera Error metric Original method Proposed method
Camera 1 (704 x 576) Image plane error (mean = std dev) 1.01 4 0.48 px 0.72 4 0.41 px
Image plane error (MSE) 27.91 px2 8.16 px?
Object space error (mean == std dev) 36.82 4 19.63 mm 26.89 4 18.38 mm
Object space error (MSE) 41,399 mm? 12,394 mm?
NCE 2.465 1.781
Camera 2 (640 x 480) Image plane error (mean = std dev) 217 +£1.12px 1.28 +0.73 px
Image plane error (MSE) 160.55 px? 32.12 pxZ
Object space error (mean == std dev) 67.76 & 36.03 mm 37.44 £19.12 mm
Object space error (MSE) 157,712 mm? 26,154 mm?
NCE 5.287 3.143

original method and 4450 mm? for the proposed method,
which, after calculating a square root, yields values of
107.8 mm and 66.7 mm, respectively. This confirms that
the proposed method produces more accurate calibration
results.

Object tracking with the PTZ camera

The novel calibration methods proposed in this article
have been applied to the practical task of tracking moving
objects with a PTZ camera. The setup consisted of one fixed
camera, an Axis Q1755, providing images with 720 x 1280
resolution (90° rotation) and one PTZ camera, an Axis
233D, working in 704 x 576 resolution. The automatic
video processing framework presented above has been used
to detect moving objects in the fixed camera FOV and to
calculate their real world coordinates. On a user request,
the PTZ camera settings were calculated for a chosen object.
Values of pan and tilt were obtained from the look-up
tables calculated during the PTZ camera calibration, with
the method proposed in this article. Additionally, a look-up
table was constructed for zoom values as a function of camera
tilt, by setting the camera view for several tilt values in
such a way that the object sizes in the zoomed-in images
are approximately constant, acquiring zoom values from
the camera and applying cubic interpolation. With these
PTZ settings, the camera was aimed at the object and was
tracking it continuously (Figure 8). The experiments carried
out proved that regardless of the object type (fast moving,
larger vehicles or slow, smaller persons) the framework is able
to track moving objects with high accuracy.

CONCLUSIONS

We presented two solutions for spatial calibration of a dual
camera setup, consisting of a fixed and a PTZ camera. The
procedure for calibration of the PTZ camera allows for
pointing this camera at any point in the real world visible
in the fixed camera view. No data on point coordinates
in the real world system are required and the whole
calibration procedure may be performed remotely, provided
that the cameras are accessible through a network and a
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sufficient number of calibration points may be selected.
The interpolation and extrapolation method used in the
algorithm allows for accurate estimation of pan and tilt
parameters. The interpolation is performed offline while
the actual procedure works in online mode, at the cost
of storing precomputed look-up tables in the memory.
For the fixed camera calibration, the algorithm proposed
by Tsai was extended with a procedure for estimating
coordinates of calibration points. With this approach, it is no
longer necessary to measure these coordinates directly, which
was a main source of errors in the calibration procedure.
Instead, only distances between calibration points forming
a triangular mesh are required. With this procedure, it is
possible to reduce the time needed to obtain the calibration
measurements data and to improve calibration accuracy.

An algorithm that uses PTZ cameras for automatic
tracking of movement of objects whose positions in each
frame are obtained from the video content analysis system
using fixed camera images as the source was proposed.
With this approach it is possible to use the fixed camera
for automatic video analysis, including object detection,
tracking and event detection, while the PTZ camera is used
to provide a zoomed-in view of an event area or to track
movement of a selected object.

Application of the dual camera setup in the automated
video surveillance system may help in improving the ef-
ficiency of such solutions. The automatic video analysis
system may notify the operator of important events, such
as traffic violations and security threats. The PTZ camera is
automatically directed on a moving object or an event site,
providing a more detailed view of the event. For example, the
PTZ camera may show a restricted area after a person enters
it, or it may track a vehicle that violated a traffic rule. Future
research on this topic will be focused on using multiple
PTZ cameras that allow for continuous object tracking,
providing another increase of efficiency of automated video
surveillance systems.
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Figure 8. Sample video frames from a fixed camera (top, moving objects marked with rectangles) and a PTZ camera (bottom) while tracking moving

objects on a rainy winfer day.
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