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Abstract. This article proposes a confusion-line separation algorithm
in a CIELAB color space using color segmentation for protanopia
and deuteranopia. Images are segmented into regions by grouping
adjacent pixels with similar color information using the hue compo-
nents of the images. To this end, the region-growing method and
the seed points used in this method are the pixels that correspond
to peak points in hue histograms. In order to establish a color
vision deficiency (CVD) confusion-line map, the authors establish
512 virtual boxes in an RGB 3-D space so that boxes existing on
the same confusion line can be easily identified. The authors then
check whether segmented regions exist on the same confusion line
and perform a color adjustment in a CIELAB color space so that all
adjacent regions exist on different confusion lines in order to provide
the best color-identification effect for those with CVDs. dc 2012 Society
for Imaging Science and Technology.
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INTRODUCTION
Thanks to the rapid development of color publishing and
color information-display technologies, numerous color-
expression methods have recently been developed, ranging
from smartphones to ultra-large display devices, enabling
people to enjoy more vivid and splendid color information.
Unfortunately, those with color vision deficiencies (CVDs)
have been alienated, as they are unable to share these
pieces of color information. Congenital CVD is one of the
most common inherited disorders of vision: its prevalence
may be as high as 8% in males and 0.5% in females.1

Thus, the development of color-correction technology for
CVDs is urgently needed. Congenital CVDs are generally
classified by severity (anomalous trichromacy, dichromacy,
and monochromacy) and may be further classified by the
type(s) of cone affected.1 In this article, we intend to
present a color-correction solution for red–green CVD. This
term is used to encompass protanomaly, deuteranomaly,
protanopia, and deuteranopia, accounting for most of the
CVD population.

Color-correction technologies for people with CVDs
that have been developed thus far are for color conversion
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in diverse color spaces, including RGB and CIE Lab, through
various methods. The Daltonization method2 expresses
the values of LMSs and globally transfers them using
color-conversion matrices. A method proposed by Huang3

is intended to correct colors naturally in CIE Lab color
spaces. Bo Liu et al.4 once presented recoloring on video
frames. In addition, in a recent study by Yu-Chieh Chen,
color-correction technologywas implemented in real time by
hardware.5

All of these methods may generate images that are
more comprehensible to individuals with CVDs. However,
transformed images may look very unnatural to viewers
with normal vision. From an application viewpoint, webpage
images may be simultaneously observed by individuals with
and without color deficiencies.

To solve these problems, in this study, we used a more
fundamental approach to developing a color-correction
method for people with CVDs while minimizing the region
of color correction. First, using the process for simulating
color recognition in protanopia and deuteranopia presented
in a study by Viénot et al.,6 we obtained simulation data
on color recognition by those with CVDs. Furthermore, we
investigated confusion-line maps of color regions through
the process of simulating and correcting color recognition by
people with CVDs.

Then, in order to increase the legibility of the color
information in the images, we segmented the images by hue
into several regions and transformed the colors so that all
regions of the image were located on different confusion
lines. Based on these results, we verified that optimum
color-identification effects could be provided to people with
CVDs.

CONFUSION-LINE SEPARATION ALGORITHM
Figure 1 presents a block diagram of the entire structure
of the color conversion for protanopia and deuteranopia
using the color-region segmentation proposed in this ar-
ticle. The proposed algorithm consists of a CIE L∗c∗abhab
color-space conversion block for extracting h∗ab values in
an image, a seed-point creation block for extracting seed
points, a color-segmentation block for segmenting regions,
a confusion-line judgment block for judging whether the
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Figure 1. Block diagram of the proposed algorithm.

Figure 2. Hue histogram.

segmented regions are on the same confusion lines, and a
CIE L∗a∗b∗ color-space color-adjustment block for the color
conversion of confusing regions.

CIE Lch color-space conversion block
This is a block for converting R, G, and B image signals in
input images into L, C, and H image signals. In order to find
the hue values necessary in the color-segmentation block,
this block uses CIE L∗c∗abhab color spaces.7,8 CIE L∗c∗abhab
is a polar-coordinate version of CIE L∗a∗b∗ as follows:
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where, f (q)= q1/3 for q> 0.008856 (4)

f (q)= 7.787q+
16
116

for q≤ 0.008856 (5)

and Xn, Yn, and Zn are the CIE 1931 tristimulus values of
the reference white under the reference illumination. These
values are typically the white of a perfectly reflecting diffuser
under CIE standard D65 illumination defined by x= 0.3127
and y= 0.3290 in the CIE chromaticity diagram.12

The [a∗, b∗] pair can be used to express chroma and hue
as follows:

c∗ab =
√

a∗2 + b∗2 (6)

hab = tan−1 b∗

a∗
. (7)

Seed-point creation block
The seed-point creation block serves the role of extracting
the hue that occupies the largest area of each image in
order to implement color segmentation. To this end, this
block uses the hue information converted in the CIE Lch
color-space conversion block to create hue histograms. Then,
for accurate hue extraction, this block applies a low-pass
filter to the histograms. Figure 2(a) and (b) are the hue
histogram results from the Figure 7(a) image. Image 2(a)
shows the raw histogram, while image 2(b) shows the hue
histogram after the low-pass filter processing. If irregularities
are removed through the low-pass filter processing of the
hue histogram, smooth histogram results as seen in image
2(b) can be obtained. Through the low-pass filter processing
of the hue histogram, a small number of seed points can be
created.

Color segmentation
After hue histograms pass through the low-pass filter, they
are arranged in descending order of hue values beginning
from the hue value having the highest peak. Then, the peak
point with the largest value is selected, and an image position
that has that hue value is designated as a seed point. Then, the
region centering on this point is expanded.9 Figure 3 shows
a flowchart of the color-segmentation algorithm.

First, a point among those points is selected that
corresponds to the hue values selected as peak values. Then,
similar hue regions in eight directions from the point are
searched for. Eqs. (8) and (9) are numerical formulas to
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Figure 3. Color-segmentation flowchart.
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Figure 4. Number of segmented regions with different α values.
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Figure 5. Number of segmented regions with different β values (α = 0 .1).
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Figure 6. Region-growing flowchart.

search for similar hue regions. If the difference of hue values
between the current pixel and reference pixel is less than the
threshold value, this pixel can be defined as the same hue
region.

In this manner, one keeps searching for the same hue
regions using recursive functions and grouping them into the
same region. A visit check memory is made and set pixels
are visited once to 1 in order to prevent repetition. The
peak value is then designated as another seed point, and to
perform color segmentation, region growing is performed
at those points for pixels recorded as 0 in the visit check
memory using the same method.
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(a) Original image (b) 1st region

(d) 3rd region(c) 2nd region

Figure 7. Experimental results of color segmentation.

(a) Original image (b) 1st region

(b) 4th region(d) 3rd region

(c) 2nd region

(c) 5th region

Figure 8. Experimental results of color segmentation.

J. Imaging Sci. Technol. 030501-4 May.-Jun. 2012



Han, Yoo, and Kim: A novel confusion-line separation algorithm based on color segmentation for color vision deficiency

Table I. Confusion-line map.

Type of CVD Type of confusion line Representative box position (R G B) Box positions in same confusion line (R G B)

Protanopia
P1 0 0 0 0 0 0 1 0 0 2 0 0
P2 0 0 1 0 0 1 1 0 1 2 0 1

≈

Deuteranopia
P52 7 7 7 0 7 7 ≈ 7 7 7
D1 1 1 1 0 0 0 ≈ 2 1 1
D2 1 1 2 0 0 2 ≈ 2 1 2

≈

D41 4 7 7 2 7 7 3 7 7 4 7 7

Y

Z

X

L

unit plane 
 (X + Y + Z = 1)

protanopic confusion
 point

protanopic  
confusion 
line

plane of constant 
protanopic chromaticity

Figure 9. Confusion lines in the CIE XYZ space.

Finally, if the sum of segmented regions R1, R2, R3, . . . ,
Rn is 80% or more of the entire input image, as shown in
numerical equation (10), the region segmentation is finished.

| z− z_seed |< hue_threshold (8)
hue_threshold = |max_hue−min _hue| ∗ α (9)

n∑
i=0

Ri> R ∗ β. (10)

Figure 4 shows the number of segmented regions based
on the choice of α value in Eq. (9). As α approaches 0,
the number of segmented regions increases unnecessarily.

When α is near 0.1, the number of generated regions remains
constant and coincides with human decision-making. Fig-
ure 5 shows the number of segmented regions based on the
choice of β value in Eq. (10). Here, the α value is set to 0.1.
As β approaches 1, the number of segmented regions also
increases unnecessarily. In this article, α as defined as 0.1 and
β as 0.8.

Figure 6 shows a flowchart of the region-growing
algorithm used in this study. Through a series of processes
shown in the flowchart, the image is segmented into regions
by hue in the image. Figures 7 and 8 show the results of color
segmentation. The image in Fig. 7 was segmented into three
main regions and remaining regions, and the image in Fig. 8
was segmented into fivemain regions and remaining regions.

Confusion-line judgment block
This block is to judge whether the regions obtained through
the color-segmentation block are located on the same
confusion line. First, RGB data is converted into LpMpSp
values for protanopes and LdMdSd values for deuteranopes
after going through the CVD simulation process presented
by Viénot et al.6 Each R, G, B 3-D space10 is divided into
eight units, and eight each of R, G, and B are made for
a total of 512 virtual boxes. Then, after going through the
color-recognition simulation process presented by Viénot
et al.,6 the virtual boxes that belong to the same confusion
line are mapped into the same group. Using this process,
all of the boxes located in the same confusion line are
grouped. These are then labeled P1, P2, P3, . . . , P52 for
the same confusion lines to make a confusion-line map
for protanopia. In the case of deuteranopia, D1 ∼ D41
groups are established. Table I shows a CVD confusion-line
map. Table I includes some confusion lines, but Tables A.1
and A.2 including all confusion-line groups (i.e., the 52
confusion lines for protanopia and the 41 confusion lines for
deuteranopia) are attached in the appendix at the end of the
article.

Figure 9 shows some confusion lines of protanopia
in the CIE XYZ space.11 Figure 10 shows some confusion
lines of protanopia and deuteranopia in the CIE 1931
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Figure 11. CIE Lab color-space color-adjustment flowchart.

chromaticity diagram.12 Image 10(a) shows some confusion
lines of protanopia, and (b) shows some confusion lines of
deuteranopia in the CIE 1931 chromaticity diagram. Colors
lying on the same confusion line are perceived by individuals
with red–greenCVD as having the same hue and colorfulness
but are perceived as identical only at the right luminance
ratio. Image (c) is the simulation image of (a) as perceived
by a protanope. Image (d) is the simulation image of (b)
as perceived by a deuteranope. For example, no hue values
located on confusion line P15 can be distinguished by a
protanope. In addition, no hue values located on confusion
line D14 can be distinguished by a deuteranope.

CIE Lab color-space color-adjustment block
This block corrects colors in the segmented regions obtained
from the color-segmentation block using the confusion-line
map information obtained from the confusion-line judg-
ment block for protanopia and deuteranopia. This block
compares the hue information of all segmented regions
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(a) Original image (b) Simulation image as perceived  
by a protanope  

(c) Simulation image as perceived  
by a deuteranope  

(d) Recolored image for protanopia by proposed algorithm

(f) Recolored image for deuteranopia by proposed algorithm (g) Simulation image of (f) as perceived by a deuteranope

(e) Simulation image of (d) as perceived by a protanope

Figure 12. Experimental results.
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Figure 13. Results of separation in confusion line in CIE 1931 color-coordinate system and RGB color space.
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Figure 14. Experimental results.

and converts the hue of any regions located on the same
confusion line so that they go out of the confusion line
until all the corrected hue values are located on a different
confusion line or there is no remaining confusion line
to go out. Figure 11 shows a flowchart of the CIE Lab
color-space color-adjustment block. This block converts
the RGB signals on the same confusion line handed over
from the confusion-line judgment block into CIE L∗a∗b∗

signals. The a∗ coordinate of CIE L∗a∗b∗ corresponds
approximately to the dimensions of redness–greenness. The
b∗ coordinate corresponds approximately to the dimensions

of yellowness–blueness. Therefore, the hue of any regions
located on the same confusion line can leave the confusion
line very easily by changing the b∗ coordinate value in CIE
L∗a∗b∗. As shown in Fig. 11, if the two regions are located
on the same confusion line, the b∗ coordinate value of the
smaller region is adjusted so that corrected color regions are
kept to a minimum. This block adjusts the b∗ coordinate
value of the selected region and converts the signals into RGB
signals. After that, this block again judgeswhether the regions
are on the same confusion line. If some regions are still on
the same confusion line, this block applies the confusion-line
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Table II. Results of confusion-line separation.

Confusion-line mapping

Image
Confusing hue regions

(Region : hue) Before separation
Simulation image as perceived

by a protanope After separation
Simulation image as perceived

by a protanope

R1 : 180
R2 : 50

P15 (1, 3, 0)
P15 (6, 1, 0)

P15 (1, 3, 0)
P20 (6, 1, 5)

R1 : 126
R2 : 44
R3 : 182
R4 : 220
R5 : 78

P24 (0, 4, 1)
P24 (7, 2, 1)
P12 (0, 1, 4)
P21 (0, 3, 7)
P32 (4, 4, 1)

P24 (0, 4, 1)
P27 (7, 2, 4)
P12 (0, 1, 4)
P21 (0, 3, 7)
P32 (4, 4, 1)

R1 : 124
R2 : 52

P23 (1, 4, 0)
P23 (7, 2, 0)

P23 (1, 4, 0)
P29 (7, 2, 5)

R1 : 112
R2 : 20

P15 (1, 3, 0)
P15 (5, 2, 0)

P15 (1, 3, 0)
P19 (5, 2, 4)

R1 : 50
R2 : 134

P34 (7, 4, 3)
P34 (3, 5, 3)

P34 (7, 4, 3)
P36 (3, 5, 5)

R1 : 135
R2 : 66

P43 (1, 6, 4)
P43 (7, 5, 4)

P43 (1, 6, 4)
P45 (7, 5, 7)

R1 : 46
R2 : 130

P23 (7, 3, 0)
P23 (0, 4, 0)

P23 (7, 3, 0)
P27 (0, 4, 4)

R1 : 132
R2 : 34

P42 (1, 6, 3)
P42 (7, 5, 3)

P42 (1, 6, 3)
P45 (7, 5, 7)

separation function again to repeat this process until all the
regions are located on different confusion lines.

EXPERIMENTAL RESULTS
Figures 12 and 14 show the results of experiments conducted
with general images. Fig. 12(a) is segmented into the three
regions (b), (c), and (d) in Fig. 7. Fig. 7(b) shows the region
of largest area and represents green-colored regions such
as the green grass on the soccer field. This color region is

mapped into the (0 3 1) virtual box and located on the
P16 confusion line, as listed in Table A.1. Fig. 7(c) shows
the second largest region and represents red-colored regions
such as the t-shirts and socks of the soccer team members.
This color region is mapped into the (6 1 1) virtual box and
located on the same confusion line P16 in Table A.1. Fig. 7(d)
shows the third region, which is mapped into the (5 5 1)
virtual box. Figure 13(a) shows the positions of three color
regions in the CIE 1931 color-coordinate system and shows
that among these three regions, the first and second region
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Table III. Results of confusion-line separation in CIE 1931.

Image Results of confusion-line separation in CIE 1931 Image Results of confusion-line separation in CIE 1931

exist on the same confusion line (P16). Therefore, color
adjustment for differentiating between the first and second
regions is performed in the color-adjustment block. The
results of the experiments revealed that all three regions were
located on different confusion lines (P16, P19, and P40), and
thus, optimum color-correction effects could be provided
to people with CVDs. Fig. 13(b) shows the confusion lines
and separation process representing the RGB color space.
Fig. 12(e) and (g) and Fig. 14(e) and (g) show the simulation
images as perceived by a protanope and a deuteranope
after recoloring by the proposed algorithm. According to
the results of the simulation, observers with CVDs would

make fewer color-discrimination mistakes when viewing
these images.

Table II shows the results of confusion-line separation
using diverse images that have confusing color regions. After
processing the proposed algorithm, all confusing regions are
located on the different confusion lines.

Table III shows the results of separation in the CIE 1931
color-coordinate system. It offers a visual representation of
the confusion-line separation results presented in Table II.
The regions located in the same confusion line are separated
into the different confusion lines.
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Table IV. Test image set samples.

No Original image (a) Daltonization2 (b) Chen et al.5 (c) Proposed method

1

2

14

23

33

In the previous color-perception simulation for CVDs,
experimental results were shown through the algorithm
proposed by Viénot et al.6 Finally, actual participants with
CVDs were recruited to verify the performance of the
proposed algorithm.

The performance of the proposed algorithm was com-
pared with that of Daltonization,2 the most widely known
of the CVD color-correction algorithms, and that of Chen
et al.’s5 algorithm, which was recently proposed. In the
experiment, 38 carefully selected images, such as Ishihara
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Table V. Results of the choice through the 3-AFC method.

(a) Daltonization2 (b) Chen et al.5 (c) Proposed method

A 6/38 15.8% 14/38 36.8% 18/38 47.4%

B 4/38 10.5% 9/38 23.7% 25/38 65.8%

C 9/38 23.7% 9/38 23.7% 20/38 52.6%

D 5/38 13.2% 7/38 18.4% 26/38 68.4%

E 8/38 21.1% 10/38 26.3% 20/38 52.6%

F 9/38 23.7% 6/38 15.8% 23/38 60.5%

G 8/38 21.1% 9/38 23.7% 21/38 55.2%

H 6/38 15.8% 9/38 23.7% 23/38 60.5%

I 13/38 34.2% 2/38 5.3% 23/38 60.5%

J 12/38 31.6% 3/38 7.9% 23/38 60.5%

Average 8.0/38 21.1% 7.8/38 20.5% 22.2/38 58.4%

test images and other images frequently used in color-image
processing, were recolored through the three algorithms. In
addition, the resultant 38 image sets were provided after
covering the names of the algorithms to conduct blind tests.
Table IV shows the five sample image sets of the 38 test image
sets used in the test.

The test was conducted using the 3-AFC (3-alternative
forced-choice) method.13 The 10 participants with CVDs
(diagnosed with protanomaly in a yearly medical examina-
tion) were 11th-grade male high school students (age 17).
They were asked to unconditionally select the image with
the largest color-separating effect from three given images.
Table V presents the results of the 38 test sets conducted
using the 3-AFC method. The names of the individuals with
CVDs were not disclosed and were referred to as A to J. The
results of the test showed that the results of the algorithm
proposed in this article were the best. Furthermore, the other
algorithms were shown to modify the overall color of test
images. However, the proposed algorithm preserved most
of the colored region and merely modified the color region
confused by individuals with CVDs.

This table shows that 58.4% (on average) of the 10
individuals with CVDs preferred the proposed algorithm.
Figure 15 shows the results of the test organized in a chart.

CONCLUSIONS
In this study, we proposed a confusion-line separation
algorithm using color-region segmentation for red–green
CVDs. Most previous color-conversion methods changed
entire images globally into RGB or CIELAB color spaces
or adjusted signals from LMSs to perform color correction.
In such cases, conventional algorithms modified the overall
color of image regions.

To relieve these disadvantages, a more detailed and
optimal correction method is proposed in this article.
Input images were segmented into regions by hue, and the
existence of confusions among the segmented regions was

80
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(a) Daltonization (b) Chen et al. (c) Proposed algorithm

Figure 15. Results of the choice through the 3-AFC method.

checked. If any regions were located on the same confusion
line, color adjustment was performed to ensure all the
segmented regions were located on different confusion lines.
The confusion-line map for judging whether regions were
on the same confusion line was made more accessible by
making virtual boxes in a 3-D RGB space. A total of 512
virtual boxes were made in an RGB space. After going
through the color-recognition simulation process presented
by Viénot et al.6 the virtual boxes that belonged to the same
confusion line were mapped into the same group. In total, 52
confusion-line groups for protanopia and 41 confusion-line
groups for deuteranopia were made in predetermined table
form. These tables were used to locate color-confusion
regions in an image and to verify that all regions were located
on different confusion lines.

In order to verify the performance of the proposed
algorithm, a clinical test of two existing color-correction
algorithms and the proposed algorithm was conducted with
participants with CVDs using the 3-AFCmethod. The results
revealed that the performance of the proposed algorithm
was identified to be the best. Furthermore, the proposed
algorithm was shown to preserve the color of most regions.
Therefore, after the color correction, most color regions
remained unchanged, and the color difference between the
original image and the color-corrected image of the proposed
algorithm was kept to a minimum. The color-corrected
images generated by the proposed algorithm could be seen
by trichromats and anomalous trichromats simultaneously
with less inconvenience.
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Appendix
See Tables A.1 and A.2.
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Table A.1. Confusion-line map for protanopia.

Type of confusion
line

Representative box position
(R G B) Box positions in same confusion line (R G B)

P1 0 0 0 0 0 0 1 0 0 2 0 0

P2 0 0 1 0 0 1 1 0 1 2 0 1

P3 0 0 2 0 0 2 1 0 2 2 0 2

P4 0 0 3 0 0 3 1 0 3 2 0 3

P5 0 0 4 0 0 4 1 0 4 2 0 4

P6 0 0 5 0 0 5 0 0 6 1 0 5 1 0 6 2 0 5 2 0 6

P7 0 0 7 0 0 7 1 0 7 2 0 7

P8 1 1 0
0 1 0 0 2 0 1 1 0 1 2 0 2 1 0 3 0 0 3 1 0 4 0 0
4 1 0 5 0 0

P9 1 1 1
0 1 1 0 2 1 1 1 1 1 2 1 2 1 1 3 0 1 3 1 1 4 0 1
4 1 1 5 0 1

P10 1 1 2
0 1 2 0 2 2 1 1 2 1 2 2 2 1 2 3 0 2 3 1 2 4 0 2
4 1 2 5 0 2

P11 1 1 3
0 1 3 0 2 3 1 1 3 1 2 3 2 1 3 3 0 3 3 1 3 4 0 3
4 1 3 5 0 3

P12 1 1 4
0 1 4 0 2 4 1 1 4 1 2 4 2 1 4 3 0 4 3 1 4 4 0 4
4 1 4 5 0 4

P13 1 1 5
0 1 5 0 1 6 0 2 5 0 2 6 1 1 5 1 1 6 1 2 5 1 2 6
2 1 5 2 1 6 3 0 5 3 1 5 4 0 5 4 1 5 5 0 5

P14 1 1 7
0 1 7 0 2 7 1 1 7 1 2 7 2 1 7 3 0 6 3 0 7 3 1 6
3 1 7 4 0 6 4 0 7 4 1 6 4 1 7 5 0 6 5 0 7

P15 2 2 0
0 3 0 1 3 0 2 2 0 2 3 0 3 2 0 4 2 0 5 1 0 5 2 0
6 0 0 6 1 0 6 2 0 7 0 0 7 1 0

P16 2 2 1
0 3 1 1 3 1 2 2 1 2 3 1 3 2 1 4 2 1 5 1 1 5 2 1
6 0 1 6 1 1 6 2 1 7 0 1 7 1 1

P17 2 2 2
0 3 2 1 3 2 2 2 2 2 3 2 3 2 2 4 2 2 5 1 2 5 2 2
6 0 2 6 1 2 6 2 2 7 0 2 7 1 2

P18 2 2 3
0 3 3 1 3 3 2 2 3 2 3 3 3 2 3 4 2 3 5 1 3 5 2 3
6 0 3 6 1 3 6 2 3 7 0 3 7 1 3

P19 2 2 4
0 3 4 1 3 4 2 2 4 2 3 4 3 2 4 4 2 4 5 1 4 5 2 4
6 0 4 6 1 4 6 2 4 7 0 4 7 1 4

P20 2 2 5
0 3 5 0 3 6 1 3 5 1 3 6 2 2 5 2 2 6 2 3 5 2 3 6
3 2 5 3 2 6 4 2 5 5 1 5 5 2 5 6 0 5 6 1 5 6 2 5
7 0 5 7 1 5

P21 2 2 7
0 3 7 1 3 7 2 2 7 2 3 7 3 2 7 4 2 6 4 2 7 5 1 6
5 1 7 5 2 6 5 2 7 6 0 6 6 1 6 6 2 6 6 2 7 7 0 6
7 1 6

P22 6 0 7 6 0 7 6 1 7 7 0 7 7 1 7

P23 3 3 0
0 4 0 1 4 0 2 4 0 3 3 0 3 4 0 4 3 0 5 3 0 6 3 0
7 2 0 7 3 0

P24 3 3 1
0 4 1 1 4 1 2 4 1 3 3 1 3 4 1 4 3 1 5 3 1 6 3 1
7 2 1 7 3 1 (continued on next page )
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Table A.1. (continued )

Type of confusion
line

Representative box position
(R G B) Box positions in same confusion line (R G B)

P25 3 3 2
0 4 2 1 4 2 2 4 2 3 3 2 3 4 2 4 3 2 5 3 2 6 3 2
7 2 2 7 3 2

P26 3 3 3
0 4 3 1 4 3 2 4 3 3 3 3 3 4 3 4 3 3 5 3 3 6 3 3
7 2 3 7 3 3

P27 3 3 4
0 4 4 1 4 4 2 4 4 3 3 4 3 4 4 4 3 4 5 3 4 6 3 4
7 2 4 7 3 4

P28 3 3 5
0 4 5 0 4 6 1 4 5 1 4 6 2 4 5 2 4 6 3 3 5 3 3 6
3 4 5 3 4 6 4 3 5 5 3 5 6 3 5 7 2 5 7 3 5

P29 3 3 7
0 4 7 1 4 7 2 4 7 3 3 7 3 4 7 4 3 6 4 3 7 5 3 6
5 3 7 6 3 6 6 3 7 7 2 6 7 3 6

P30 7 2 7 7 2 7 7 3 7

P31 4 4 0
0 5 0 1 5 0 2 5 0 3 5 0 4 4 0 4 5 0 5 4 0 6 4 0
7 4 0

P32 4 4 1
0 5 1 1 5 1 2 5 1 3 5 1 4 4 1 4 5 1 5 4 1 6 4 1
7 4 1

P33 4 4 2
0 5 2 1 5 2 2 5 2 3 5 2 4 4 2 4 5 2 5 4 2 6 4 2
7 4 2

P34 4 4 3
0 5 3 1 5 3 2 5 3 3 5 3 4 4 3 4 5 3 5 4 3 6 4 3
7 4 3

P35 4 4 4
0 5 4 0 5 5 1 5 4 1 5 5 2 5 4 2 5 5 3 5 4 4 4 4
4 5 4 5 4 4 6 4 4 7 4 4

P36 4 4 5
0 5 6 1 5 6 2 5 6 3 5 5 3 5 6 4 4 5 4 4 6 4 5 5
4 5 6 5 4 5 6 4 5 7 4 5

P37 4 4 7
0 5 7 1 5 7 2 5 7 3 5 7 4 4 7 4 5 7 5 4 6 5 4 7
6 4 6 6 4 7 7 4 6

P38 7 4 7 7 4 7

P39 5 5 0
0 6 0 1 6 0 2 6 0 3 6 0 4 6 0 5 5 0 5 6 0 6 5 0
6 6 0 7 5 0

P40 5 5 1
0 6 1 1 6 1 2 6 1 3 6 1 4 6 1 5 5 1 5 6 1 6 5 1
6 6 1 7 5 1

P41 5 5 2
0 6 2 1 6 2 2 6 2 3 6 2 4 6 2 5 5 2 5 6 2 6 5 2
6 6 2 7 5 2

P42 5 5 3
0 6 3 1 6 3 2 6 3 3 6 3 4 6 3 5 5 3 5 6 3 6 5 3
6 6 3 7 5 3

P43 5 5 4
0 6 4 0 6 5 1 6 4 1 6 5 2 6 4 2 6 5 3 6 4 3 6 5
4 6 4 4 6 5 5 5 4 5 6 4 6 5 4 6 6 4 7 5 4

P44 5 5 5
0 6 6 1 6 6 2 6 6 3 6 6 4 6 6 5 5 5 5 5 6 5 6 5
5 6 6 6 5 5 6 6 5 6 6 6 7 5 5

P45 5 5 7
0 6 7 1 6 7 2 6 7 3 6 7 4 6 7 5 5 7 5 6 7 6 5 6
6 5 7 6 6 7 7 5 6 7 5 7 (continued on next page )
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Table A.1. (continued )

Type of confusion
line

Representative box position
(R G B) Box positions in same confusion line (R G B)

P46 6 7 0
0 7 0 1 7 0 2 7 0 3 7 0 4 7 0 5 7 0 6 7 0 7 6 0
7 7 0

P47 6 7 1
0 7 1 1 7 1 2 7 1 3 7 1 4 7 1 5 7 1 6 7 1 7 6 1
7 7 1

P48 6 7 2
0 7 2 1 7 2 2 7 2 3 7 2 4 7 2 5 7 2 6 7 2 7 6 2
7 7 2

P49 6 7 3
0 7 3 0 7 4 1 7 3 1 7 4 2 7 3 2 7 4 3 7 3 3 7 4
4 7 3 5 7 3 6 7 3 7 6 3 7 7 3

P50 6 7 4
0 7 5 1 7 5 2 7 5 3 7 5 4 7 4 4 7 5 5 7 4 5 7 5
6 7 4 7 6 4 7 7 4

P51 6 7 5
0 7 6 1 7 6 2 7 6 3 7 6 4 7 6 5 7 6 6 7 5 6 7 6
7 6 5 7 7 5 7 7 6

P52 7 7 7
0 7 7 1 7 7 2 7 7 3 7 7 4 7 7 5 7 7 6 7 8 7 6 6
7 6 7 7 7 7

Table A.2. Confusion-line map for deuteranopia.

Type of confusion line Representative box position (R G B) Box positions in same confusion line (R G B)

D1 1 1 1
0 0 0 0 0 1 0 1 0 0 1 1 1 0 0 1 0 1 1 1 0 1 1 1
2 0 0 2 0 1 2 1 0 2 1 1

D2 1 1 2 0 0 2 0 1 2 1 0 2 1 1 2 2 0 2 2 1 2

D3 1 1 3 0 0 3 0 1 3 1 0 3 1 1 3 2 0 3 2 1 3

D4 1 1 4 0 0 4 0 1 4 1 0 4 1 1 4 2 0 4 2 1 4

D5 1 1 5
0 0 5 0 0 6 0 1 5 0 1 6 1 0 5 1 0 6 1 1 5 1 1 6
2 0 5 2 0 6 2 1 5 2 1 6

D6 1 1 7 0 0 7 0 1 7 1 0 7 1 1 7 2 0 7 2 1 7

D7 2 2 1
0 2 0 0 2 1 0 3 0 0 3 1 1 2 0 1 2 1 1 3 0 1 3 1
2 2 0 2 2 1 2 3 0 2 3 1 3 0 0 3 0 1 3 1 0 3 1 1
3 2 0 3 2 1 4 0 0 4 0 1 4 1 0 4 1 1 4 2 0 4 2 1

D8 2 2 2
0 2 2 0 3 2 1 2 2 1 3 2 2 2 2 2 3 2 3 0 2 3 1 2
3 2 2 4 0 2 4 1 2 4 2 2

D9 2 2 3
0 2 3 0 3 3 1 2 3 1 3 3 2 2 3 2 3 3 3 0 3 3 1 3
3 2 3 4 0 3 4 1 3 4 2 3

D10 2 2 4
0 2 4 0 3 4 1 2 4 1 3 4 2 2 4 2 3 4 3 0 4 3 1 4
3 2 4 4 0 4 4 1 4 4 2 4

D11 2 2 5
0 2 5 0 2 6 0 3 5 1 2 5 1 2 6 1 3 5 2 2 5 2 2 6
2 3 5 2 3 6 3 0 5 3 0 6 3 1 5 3 1 6 3 2 5 3 2 6
4 0 5 4 0 6 4 1 5 4 1 6 4 2 5 4 2 6

D12 2 2 7
0 2 7 0 3 6 0 3 7 1 2 7 1 3 6 1 3 7 2 2 7 2 3 7
3 0 7 3 1 7 3 2 7 4 0 7 4 1 7 4 2 7

D13 6 0 0 6 0 0 6 1 0
(continued on next page )
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Table A.2. (continued )

Type of confusion line Representative box position (R G B) Box positions in same confusion line (R G B)

D14 3 3 1
0 4 0 0 4 1 1 4 0 1 4 1 2 4 0 2 4 1 3 3 0 3 3 1
3 4 0 3 4 1 4 3 0 4 3 1 5 0 0 5 0 1 5 1 0 5 1 1
5 2 0 5 2 1 5 3 0 5 3 1 6 0 1 6 1 1 6 2 0 6 2 1

D15 3 3 2
0 4 2 1 4 2 2 4 2 3 3 2 3 4 2 4 3 2 5 0 2 5 1 2
5 2 2 5 3 2 6 0 2 6 1 2 6 2 2

D16 3 3 3
0 4 3 1 4 3 2 4 3 3 3 3 3 4 3 4 3 3 5 0 3 5 1 3
5 2 3 5 3 3 6 0 3 6 1 3 6 2 3

D17 3 3 4
0 4 4 1 4 4 2 4 4 3 3 4 3 4 4 4 3 4 5 0 4 5 0 5
5 1 4 5 1 5 5 2 4 5 2 5 5 3 4 6 0 4 6 0 5 6 1 4
6 1 5 6 2 4 6 2 5

D18 3 3 5
0 4 5 1 4 5 2 4 5 3 3 5 3 3 6 3 4 5 4 3 5 4 3 6
5 0 6 5 1 6 5 2 6 5 3 5 5 3 6 6 0 6 6 1 6 6 2 6

D19 3 3 7
0 4 6 0 4 7 1 4 6 1 4 7 2 4 6 2 4 7 3 3 7 3 4 6
3 4 7 4 3 7 5 0 7 5 1 7 5 2 7 5 3 7 6 0 7 6 1 7
6 2 7

D20 7 0 0 7 0 0 7 1 0 7 2 0 7 3 0

D21 4 4 1
0 5 0 0 5 1 1 5 0 1 5 1 2 5 0 2 5 1 3 5 0 3 5 1
4 4 0 4 4 1 4 5 0 4 5 1 5 4 0 5 4 1 6 3 0 6 3 1
6 4 0 6 4 1 7 0 1 7 1 1 7 2 1 7 3 1

D22 4 4 2
0 5 2 1 5 2 2 5 2 3 5 2 4 4 2 4 5 2 5 4 2 6 3 2
6 4 2 7 0 2 7 1 2 7 2 2 7 3 2

D23 4 4 3
0 5 3 1 5 3 2 5 3 3 5 3 4 4 3 4 5 3 5 4 3 6 3 3
6 4 3 7 0 3 7 0 4 7 1 3 7 1 4 7 2 3 7 2 4 7 3 3
7 3 4

D24 4 4 4
0 5 4 1 5 4 2 5 4 3 5 4 4 4 4 4 5 4 5 4 4 6 3 4
6 3 5 6 4 4 6 4 5 7 0 5 7 1 5 7 2 5 7 3 5

D25 4 4 5
0 5 5 1 5 5 2 5 5 3 5 5 4 4 5 4 4 6 4 5 5 5 4 5
5 4 6 6 3 6 6 4 6 7 0 6 7 1 6 7 2 6 7 3 6

D26 4 4 7
0 5 6 0 5 7 1 5 6 1 5 7 2 5 6 2 5 7 3 5 6 3 5 7
4 4 7 4 5 6 4 5 7 5 4 7 6 3 7 6 4 7 7 0 7 7 1 7
7 2 7 7 3 7

D27 7 4 0 7 4 0

D28 5 5 1
0 6 0 0 6 1 0 7 0 0 7 1 1 6 0 1 6 1 1 7 0 1 7 1
2 6 0 2 6 1 3 6 0 3 6 1 4 6 0 4 6 1 5 5 0 5 5 1
5 6 0 5 6 1 6 5 0 6 5 1 6 6 0 6 6 1 7 4 1 7 5 0

D29 5 5 2
0 6 2 0 7 2 1 6 2 1 7 2 2 6 2 3 6 2 4 6 2 5 5 2
5 6 2 6 5 2 6 6 2 7 4 2 7 5 2

D30 5 5 3
0 6 3 0 7 3 1 6 3 1 7 3 2 6 3 3 6 3 4 6 3 5 5 3
5 6 3 6 5 3 6 6 3 7 4 3 7 5 3

D31 5 5 4
0 6 4 0 7 4 1 6 4 1 7 4 2 6 4 3 6 4 4 6 4 5 5 4
5 6 4 6 5 4 6 6 4 7 4 4 7 4 5 7 5 4 7 5 5

(continued on next page )
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Table A.2. (continued )

Type of confusion line Representative box position (R G B) Box positions in same confusion line (R G B)

D32 5 5 5
0 6 5 0 7 5 1 6 5 1 7 5 2 6 5 3 6 5 4 6 5 5 5 5
5 6 5 6 5 5 6 5 6 6 6 5 6 6 6 7 4 6 7 5 6

D33 5 5 7
0 6 6 0 7 6 1 6 6 1 7 6 2 6 6 2 6 7 3 6 6 3 6 7
4 6 6 4 6 7 5 5 7 5 6 6 5 6 7 6 5 7 6 6 7 7 4 7
7 5 7

D34 1 7 7 0 6 7 0 7 7 1 6 7 1 7 7

D35 7 7 1
2 7 0 2 7 1 3 7 0 3 7 1 4 7 0 4 7 1 5 7 0 5 7 1
6 7 0 6 7 1 7 6 0 7 6 1 7 7 0 7 7 1

D36 7 7 2 2 7 2 3 7 2 4 7 2 5 7 2 6 7 2 7 6 2 7 7 2

D37 7 7 3 2 7 3 3 7 3 4 7 3 5 7 3 6 7 3 7 6 3 7 7 3

D38 7 7 4 2 7 4 3 7 4 4 7 4 5 7 4 6 7 4 7 6 4 7 7 4

D39 7 7 5
2 7 5 3 7 5 4 7 5 5 7 5 6 7 5 7 6 5 7 6 6 7 7 5
7 7 6

D40 7 7 7
2 7 6 3 7 6 4 7 6 5 7 6 5 7 7 6 7 6 6 7 7 7 6 7
7 7 7

D41 4 7 7 2 7 7 3 7 7 4 7 7
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