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Abstract. This article presents a new methodology for the color ac-
curacy optimization of a two-dimensional digital reproduction. Select-
ing a training set referring to the colorimetric content of the object to
be reproduced results in a significant improvement of the color accu-
racy of an RGB reproduction. Some authors have developed meth-
odologies for color accuracy optimization that involve the creation of
specific custom-made reference targets. The methodology pre-
sented here does not involve the creation of custom-made targets,
as the reference colors are selected directly on the object. In fact, a
clusterization is performed on the RGB image of the object and a set
of representative colors is achieved. For each RGB representative
color, the corresponding CIELAB value is measured and a training
set is obtained that can be used to define a transformation that maps
all RGB values into CIELAB values. The experiments conducted
show that using this methodology considerably improves color accu-
racy. VC 2011 Society for Imaging Science and Technology.
[DOI: 10.2352/J.ImagingSci.Technol.2011.55.6.060503]

INTRODUCTION

Digital Color Accuracy

The acquisition of a color image that reproduces the appear-

ance of a certain object consists in coding the radiance into

three output values. The colorimetric characterization of an

image acquisition device is a process designed to provide

the correspondence between the values recorded by the

device and the encoded CIE colorimetric values. The identi-

fication of this correspondence can be made with different

methods; e.g., three-dimensional look-up-tables,1 polyno-

mial modeling,2 and neural networks.3 The result is a trans-

formation between the three-dimensional space (RGB) of

the device (device-dependent) and a CIE color space (device-

independent). This transformation is generally encoded in

the metadata ICC profile. Through this metadata, the digital

images can provide precise color information.4

For the identification of the optimal transformation, a

set of experimental data is necessary (training set); i.e., a set

of correspondences between the device-dependent values

and the device-independent values. Generally, these experi-

mental data are collected by acquiring the image of specific

targets, whose spectral reflectances are known.

An accurate digital reproduction provides the match

between the appearance of the colors of the object and the

appearance of the colors of its reproduction. Focusing the

attention on images that reproduce plane surfaces that are

uniformly illuminated (hence reproductions), and consider-

ing the perceptual differences in simplified observing con-

ditions, it is proper to use the CIELAB space (defined here

with the illuminant D50 and the observer CIE1931) and

the metric DE. In this article, the color accuracy of an RGB

reproduction equals the closeness between the CIELAB val-

ues obtained through rigorous spectral measurements per-

formed on the object and those obtained through its digital

RGB acquisition (colorimetric accuracy).

The optimization of color accuracy can follow two dif-

ferent approaches: accomplishing the complete color char-

acterization of the device that produced the image (general

characterization), thereby obtaining a transformation valid

for each color to be reproduced; or, otherwise, carrying out

a procedure developed in order to obtain the best possible

result for the specific case of the object under consideration

(object-specific optimization). The object-specific optimiza-

tion is discussed below.

Object-Specific Methodology

The greatest strength of object-specific methodology lies in

considering the most appropriate target; however, for this

very reason, the transformation found is only valid for the

object being considered or for objects with similar color

characteristics. This is mostly true when dealing with

objects with restricted color distribution.

In order to perform a specific optimization, the train-

ing set should be a significantly representative selection of

the colors that have to be reproduced in the digital image.

This selection is critical.5,6 The various test charts available

on the market (e.g., ColorChecker
VR

, IT8, etc.) are used to

perform a general characterization of the device and, there-

fore, are unsuitable for a specific optimization. Their

colors, in fact, have to be representative of a generic chro-

matic content and, for this reason, the CIELAB values are
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distributed in the whole colorimetric space, so that signifi-

cant volumes of it left uncovered are not too large.

A possible approach is to physically create a custom-

made target by selecting the patches from a standard color

sample book7 referring to the colorimetric characteristics of

the specific object.

For this purpose, it is important to point out that the

human visual system shows properties of metamerism that

are different from those of an imaging device. In fact, the

imaging device is characterized by three specific spectral

sensitivities r(k), g(k), b(k), while the human visual system

is coded by the CIE color matching functions (CMFs) �xðkÞ,
�yðkÞ, �zðkÞ.8 The exact reproduction of color would be pos-

sible only if these spectral sensitivities are a linear combina-

tion of the CMFs9 (Luther-Ives conditions10). However,

generally, the spectral sensitivities of an RGB acquisition

device do not satisfy this request. Therefore, colors exist

with different reflectance spectra and different CIELAB val-

ues that, under certain conditions, result in the same

recorded RGB value (metamer mismatch11). This fact

results in negative effects on the performances of the color

optimization of digital reproductions.12,13

That being so, some authors14 have presented a proce-

dure for creating accurate digital reproductions that uses a

specially created color target constituted by the same type

of materials that characterizes the object; in particular, in

order to correctly reproduce gouache paintings, they created

a color target with the same painting technique.

Even though these approaches provide a real improve-

ment in the performance of the optimization, they are very

time-consuming and several difficulties may be encoun-

tered in the creation of the custom target. This article,

therefore, proposes and validates a methodology that does

not require the creation of a target.

A Target-Free Methodology

The methodology presented in this article performs an opti-

mization specific to the object to be reproduced and does

not require the physical creation of a specific target, prevent-

ing the problems related to its creation. This methodology

requires the identification of a training set of colors repre-

sentative of the object. The colors of this set are selected

among those of the object itself. A set composed of the RGB

values of the object and their corresponding reference

CIELAB values constitutes the training set of the procedure.

Since the training set is a sampling of points of the object

itself, by adopting this approach, the required analogy12

between the type of material that constitutes the training set

and the type of material that constitutes the object to be

reproduced is obviously perfect.

The next section describes in detail the issues related to

the spectrophotometric reflectance measurements needed.

SPECTROPHOTOMETRIC REFLECTANCE

MEASUREMENTS
As stated in the Introduction, carrying out the methodol-

ogy presented in this article necessitates the CIELAB values

of a selection of specific points of the object. A spot color-

imeter is an effective means of obtaining those data. Its use

would be sufficient in the application context, but for the

purposes of studying, defining, and validating the new

methodology, the spot measurements alone are not

sufficient. In fact, they can certainly be used to define the

transformation from the device-dependent space to the

device-independent one, but they do not allow computation

of the colorimetric accuracy of all the pixels of the image af-

ter the application of the transformation. To this end, the

CIELAB values of the points of the object corresponding to

all the pixels of the RGB image have to be measured.

Imaging Spectroscopy

The CIELAB values can be obtained with imaging spectros-

copy. From the reflectance spectrum, using the CIE calcula-

tions, it is possible to derive the corresponding CIELAB

values of the acquired object.8

According to the spectral resolution needed, different

devices can be used, i.e., multispectral and hyper-spectral

scanners. As an example, an interesting multispectral scan-

ner based on LED technology is described in the literature.15

In this experiment, due to the necessity of a high spec-

tral resolution, we adopted an hyper-spectral scanner. This

scanner has been designed and assembled at the N. Carrara

Institute of Applied Physics of the Italian Research Council

(IFAC-CNR).16 It has a spatial sampling step of 0.1 mm

and spectral sampling step of about 1 nm. The spectral

range acquirable lies between 400 and 900 nm. This instru-

ment is based on the transmission spectrograph ImSpector

Prism-Grating-Prism made by SpecIm Ltd. A calibrated

and certified Spectralon
VC

99% was used as the white refer-

ence diffuser for the calibration. The scanning of an object

produces a digital image (called “cube”) in which every

pixel exhibits the reflectance spectrum of the corresponding

point of the object measured. From these spectra CIELAB

values are derived.

The availability of the whole CIELAB image of the

object solves the problem of the validation of the proposed

methodology, allowing the possibility of evaluating the col-

orimetric error (DE) for all the pixels. However, this

approach implies a burdensome pixel-to-pixel geometric

registration necessary to obtain the correspondence

between the pixels in the image derived from the hyper-

spectral scanning and those in the RGB image acquired

with a color imaging device (either scanner or digital cam-

era). The issue is not trivial, considering that the acquisi-

tion set-ups are inevitably different.

For this reason, in this article, the RGB image was

obtained from the cube through calculations, rather than

by using a digital camera.

The “Mathematical” RGB Image

The RGB image was obtained by using the tabulated spec-

tral sensitivities of a high-end digital single-lens reflex

(DSLR) camera.17,18 The RGB image, in fact, was derived

from processing [Eqs. (1), (2) and (3)] the reflectances
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R%(k) of the hyper-spectral image, taking the D50 lighting

conditions into consideration.

R ¼
ð780

380

D50ðkÞR%ðkÞrðkÞdk; (1)

G ¼
ð780

380

D50ðkÞR%ðkÞgðkÞdk; (2)

B ¼
ð780

380

D50ðkÞR%ðkÞbðkÞdk: (3)

This way, the RGB image has the identical spatial sampling

as the cube and, therefore, no geometric registration process

is needed for the computation of the colorimetric error.

After we explain how to obtain the data, the whole

methodology is described in the “Description of the

Proposed Methodology” section.

DESCRIPTION OF THE PROPOSED METHODOLOGY
Let us suppose that we have a quasiplane object (e.g., a pa-

per document, a photographic print, a fabric, a painting on

canvas, etc.) and its RGB digital reproduction. The meth-

odology presented here seeks the color accuracy of the

reproduction. As already stated in the Introduction, the

colorimetric accuracy will be considered here. According to

the diagram in Figure 1, the methodology is divided into

different operating blocks that are described in the follow-

ing subsections.

Finding the Training Set

The first operational block identifies, in the device-

dependent space, the colors that better represent those of

the object; in order to do that, the k-means algorithm19 has

been applied to the three-dimensional RGB space. Among

the advantages of this clustering algorithm, are simplicity,

wide diffusion and the ability of setting the number of clus-

ters. Unfortunately, the final result depends on the initial

random partition chosen.

The k centroids fRGB�i g (i¼ 1…k) found by this pro-

cedure are the representative colors of the image. Since their

values are not necessarily present in the image, the second

operational block searches in the digital image, for each

centroid, the pixel whose RGB triplet minimizes the 2-norm

distance from the centroid itself. Each of these RGB triplets

is then bound to its corresponding CIELAB triplet derived

from the spectra measured by the hyper-spectral scanner.

Thus, the two sets of k elements are in bijective correspon-

dence: the first ({RGBi}) in the device-dependent space and

the second ({CIELABi}) in the device-independent space.

Starting from these two sets it is possible to calculate the pa-

rameters of a transformation from the device-dependent

space to the device-independent space.

Polynomial Modeling

In order to obtain this transformation, it is necessary to

define, for each RGBi triplet, a vector, whose terms are

composed by specific polynomial combination of R, G, and

B values. Obviously, there are unlimited possibilities to

combine these values polynomially; however, following

what the literature5 proposes, the choice was limited to the

third order terms. In this way, considering all possible

terms, each RGBi triplet determines a vector vi of dimen-

sion 1� 20. Since the set {RGBi} is composed by k ele-

ments, it is possible to define a matrix A of size k� 20,

where each row is vi. Each row is a nonlinear combination

of the corresponding RGB triplet. Table I shows the most

frequent polynomial combinations adopted in the literature

and the relative size of the matrix A; this work uses the one

in the last row. Furthermore, let b be the k� 3 matrix

Figure 1. Block diagram describing the procedure proposed in this work.

Table I. Polynomial combinations adopted in the literature.

A Row value

k� 3 [R G B]

k� 4 [1 R G B]

k� 5 [1 R G B RGB]

k� 10 [1 R G B RG RB GB R2 G2 B2]

k� 20 [1 R G B RG RB GB R2 G2 B2 RGB R2G R2B G2R G2B B2R B2G R3 G3 B3]
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where each row is a triplet of the set {CIELABi}. The trans-

formation adopted is defined by the 20� 3 sized matrix x

that maximizes the residues

k bj � Axj k j ¼ 1…3: (4)

The symbol k : k indicates the Euclidean distance and the

subscript j is the column of the matrix. For this reason, the

matrix x is the solution of the linear least squares problems

(LLS). This classic problem can be solved by means of differ-

ent approaches: in this experiment the SVD decomposition

was adopted, because it provides the best guarantee of stabil-

ity of the solution depending on the machine epsilon.20

Since the matrix A is composed by linear, quadratic,

and cubic terms, it is ill-conditioned. In order to give pref-

erence to a particular solution with desirable properties, a

regularization term can be included in this minimization.

Choosing the Tikhonov regularization21 and giving prefer-

ence to solutions with smaller norms, for each j-column

the following quadratic convex optimization has to be

processed:

minimize k bj � Axjk2 þ c k xjk2; (5)

where c is a weight to balance the contribution of the two

norms in Eq. (5). In the following experiments, c is set to

0.5. The analytical solution of Eq. (5) is

xj ¼ ðAt Aþ cIÞ�1
At bj : (6)

Using the minimization defined by Eqs. (4) and (5), the ref-

erence colors {RGBi} (i¼ 1…k) are optimally mapped to

the set {CIELABi}Obtained. Unfortunately, there is no way to

choose the colors that will be mapped well and those that

will be mapped poorly. To overcome this problem, some

authors22 used the constrained least squares regression. The

usage of this regression allows determination of the best

least squares transformation subject to the constraint that

one—or more—reference colors are mapped without error.

{RGBm} (m¼ 1…h,h< k) defines this subset of colors.

Given the constraints, the new formulation of the problem

(in the Tikhonov variant) is the following:

minimize k bj � Axjk2 þ c k xjk2

subject to Am;:xj � bm;j ¼ 0 for m ¼ 1;…; h;
(7)

or, taking the machine epsilon into account:

minimize k bj � Axjk2 þ c k xjk2

subject to jAm;:xj � bm;j j � d

for m ¼ 1;…; h and d > 0;

(8)

where : indicates the whole row.

In the experiments reported below, the parameter d is

set to 10�1.

Since the constraints in Eq. (7) are affine and those in

Eq. (8) are convex, problems (7) and (8) are convex optimi-

zation problems.23 Thus, these problems can be solved

using the software available at the CVX research site.24

With adoption of this software, the implementation of the

Lagrange multiplier method is no longer necessary.

Other authors25 improved the general Tikhonov regu-

larization by setting up a curvature penalization. Since the

values {RGBi} are neither sorted nor arranged, this

improvement is not useful in our case.

Evaluation of the Color Accuracy

Once the matrix x has been found, each 1� 20 vector v,

obtained from a single pixel of the image, is multiplied by

the transposed matrix xt, thereby obtaining the correspond-

ing CIELAB values. The image obtained in the CIELAB

color space is the result of the color optimization. In order

to evaluate the effectiveness of the color optimization, these

values have to be compared with the measured CIELAB val-

ues. In this way, a map of the colorimetric error DE and its

relative statistics are obtained. The mean of the DE for all

the pixels of the image is considered to be the indicator of

color accuracy.

EXPERIMENTS AND RESULTS
The experiment presented here aims at providing quantita-

tive and qualitative information on the performance of the

proposed methodology. As stated in the Introduction,

when the chromatic content of the object that has to be

reproduced is distributed within a limited volume of the

color space, the general characterization of the acquisition

device with standard color targets is particularly unsuit-

able.7 Accordingly, two monochromatic photographic

prints were selected as the case study. The chosen prints

belong to the Berenson archive, which is part of the

Harvard University—Center for Italian Renaissance Stud-

ies. They are silver gelatin prints produced in the first deca-

des of the 20th Century characterized by a classic sepia

tone, obtained by toning treatment. In order to carry out a

comparison between the proposed specific optimization

and the general characterization, an IT8=7.2 chart was

included in the scene. The presence of a fourth object in

the scene acquired—a palette of 24 saturated colors—

allowed us to assess the results of a specific polynomial

transformation to an object whose color characteristics

were totally different compared to those from which the

transformation was derived (the sepia prints).

Figure 2 shows the acquired scene as the hyper-spectral

scanner framed it.

In the discussion of results, Photo-1 indicates the print

on the left in Fig. 2; Photo-2 indicates the print on the right;

Palette indicates the palette of 24 saturated colors.

In order to assess the performance of the procedure,

each photographic print was used as a separate input for

the methodology, and we evaluated the results adopting the

values {24, 30, 60, 140} for factor k (number of reference

colors): 24 is the number of patches of the ColorChecker
VR

,

140 is the number of patches of the ColorChecker
VR

SG, 60

is actually the number of colors suggested in the literature12

as the optimal for polynomial modeling.
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In order to assess the methodology when the minimi-

zation is subject to constraints, it is necessary to choose the

colors of the subset {RGBm}. Due to its importance, some

authors22 choose one single color, the white reference. For

our case of photographic prints, the unexposed photo-

graphic paper has to be considered as particularly signifi-

cant. The unexposed paper could be labeled by more than

one reference color of the training set. This is more likely

when a high number of reference colors is used. However,

selecting a small area of the paper, it is possible to find the

corresponding reference colors.

By use of the IT8 color chart, the usual profiling proce-

dure was carried out with the software PROFILEMAKER 5.0

and selection of the “Reproduction” option, as it does not

numerically distort the camera signals to make the image

more pleasant.26 For calculation of the ICC profile, the

PROFILEMAKER process refers to the reflectance spectra of

the IT8 target; by default it refers to the tabulated data of

the standard reflectances. In this case, to maximize the

comparability, rather than the tabulated reflectance

values of the IT8 the reference reflectance values input in

PROFILEMAKER were those obtained from the measurements

performed on the target by the hyper-spectral scanner. The

ICC profile obtained provided the CIELAB values of each

point on the whole image.

A Preliminary Experiment

A first experiment was conducted in order to verify the

degree of mismatch between the metamerism correspond-

ing to a DSLR camera and the metamerism of the human

visual system. Since the spectral sensitivities of the DSLR

camera do not satisfy the Luther-Ives conditions, there

exists a set of colors that the camera records with the same

triplet RGB, but which does not have the same CIELAB ref-

erence values. In order to assess this mismatch, the RGB

triplets inside the unitary cube that contains the centroid,

found by k-means, are considered for each cluster of the

image. Figure 3 reports the data corresponding to one of

the clusters of Photo-1 with k¼ 60. In the graphs on top,

the projections R-G, B-G, and B-R are shown. The plus

sign indicates the coordinates of the centroid. The corre-

sponding CIELAB values (scatter plots for L-a, L-b, and b-a

projections) are reported in the bottom graphs. Observing

Figure 2. The image of the objects acquired by the hyper-spectral scanner.
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the scatter plots of the corresponding CIELAB values, we

see a significant spread along the L, a and b axes.

Discussion of the Results

First of all, the proposed methodology is assessed in the

Tikhonov regularization framework. In order to do this, an

experiment is conducted on Photo-1. The results are

reported in Table II. Table II highlights that its average

results are good only when the number of constraints is not

high. When the number of reference colors is k¼ 140, the

results are not good: this is due to the increasing difficulty

to satisfy the constraints. For this case, in fact, eight refer-

ence colors are identified in the unexposed paper and thus

eight constraints have to be satisfied. Therefore, in consid-

eration of the average results, there is no advantage in

adopting it. For this reason, in the remaining part of the

paragraph we discuss only two variants of the proposed

methodology: solving the minimization LLS problem and

the convex quadratic problem in the form of the Tikhonov

regularization.

Figure 3. Effect of the metamer mismatch measured on one cluster of Photo-1.

Table II. Comparison among Tikhonov regularization with and without constraints:
average DE obtained on Photo-1.

Number of
reference
colors

Tikhonov
without

constraints
Tikhonov with

constraints

Number of
constraints

(unexposed paper)

24 1.12 1.12 1

30 1.11 1.11 2

60 0.84 0.86 3

140 0.71 3.64 8
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Accordingly Tables III and IV show for different values

of k the average colorimetric error calculated over all the

pixels of each image after the application of the proposed

methodology in the two variants for Photo-1 and Photo-2,

respectively. Tables III and IV reveal that Tikhonov variant

clearly outperforms LLS variant. In both variants the aver-

age colorimetric error (DE) drops as the number of refer-

ence colors increases.

The presence of the regularization is important espe-

cially in case the number of reference colors is low. In fact,

for k¼ 24 and k¼ 30, the Tikhonov regularization reduces

the error dramatically. In Figure 4, for the case of Photo-1

and k¼ 30, the columns of the matrix x are plotted for

both variants of the methodology. The remarkable effects

of the regularization are evident.

Continuing analysis of the Tables III and IV, referring

to LLS variant and k¼ 24, we find that the high values of

the average DE are due to the near coincidence between the

number of coefficients of the polynomial transformation

(20) and the present value of the k factor. In other words,

since the model (the polynomial transformation with 20

coefficients) has too many degrees of freedom in relation to

the number (24) of available data, a problem of overfitting

arises. Accordingly a slight increase in k to 30, thus depart-

ing from the criticality of overfitting, the average DE is low-

ered considerably.

The same tables show also that the performance of the

proposed specific methodology in both variants is definitely

better than that obtained with the general profiling proce-

dure. Moreover, if we consider that the general profiling

procedure uses 252 reference colors, the benefits of the pro-

posed procedure become even more evident. If one consid-

ers the LLS variant, the polynomial transformation exceeds

the general profiling procedure only with a high number of

reference colors. The proposed methodology in Tikhonov

variant in every case largely outperform the profilation by

PROFILEMAKER.

Another experiment involves Palette (see Figure 2,

upper left quadrant). This experiment aims at highlighting

some limits of the methodology proposed. Table V shows

the colorimetric error found for Palette: first, after the

application of the transformation found from a selection of

colors performed on Palette itself, then, after the applica-

tion the transformation specific for Photo-2. The applica-

tion of the parameters of the polynomial transformation

calculated on Photo-2 to Palette (Table V) produces an aver-

age DE that is not acceptable. The correct application of the

complete methodology to Palette determines an average DE

of 1.39, thus confirming that the Palette scene does not

show any particular problem. Figure 5 shows the images

Figure 4. Plot of the values of x for Photo-1: values obtained by (a) LLS
and (b) Tikhonov.

Table III. Application of the proposed methodology: average DE obtained on Photo-1.

k-means and
polynomial transformation

Number of
reference colors

ICC profiling
PROFILEMAKER LLS Tikhonov

252 3.09 — —

24 — 29.13 1.12

30 — 7.50 1.12

60 — 1.04 0.84

140 — 0.73 0.71

Table IV. Application of the proposed methodology: average DE obtained on Photo-2.

k-means and polynomial transformation

Number of
reference colors

ICC profiling
PROFILEMAKER LLS Tikhonov

252 3.53 — —

24 — 10.38 1.04

30 — 3.02 0.96

60 — 1.86 0.79

140 — 0.91 0.71
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obtained after the two transformations by using Tikhonov

variant: the image (b) obtained from the polynomial trans-

formation calculated on Photo-2, reveals colors that are

dramatically incorrect.

Therefore, by selecting the significant colors of the

object, the methodology presented here obtains the speci-

ficity that allows better performance but, at the same time,

is applicable only to objects with similar color characteris-

tics. In other words, this is the typical conflict between

specificity and generality. In fact, if the polynomial trans-

formation defined on a particular object is applied to

another with completely different color characteristics,

color accuracy may not be satisfactory.

CONCLUSIONS
An object-specific methodology for the color optimization

of a digital image has been presented. The training set used

to perform the optimization, rather than being constituted

by the traditional color targets, is a selection of points of

the object that has to be reproduced.

With respect to the general colorimetric characteriza-

tion that uses standard color targets, the methodology pre-

sented here has two main advantages that make the color

optimization perform better:

(1) The colorimetry of the training set reflects the

Colorimetric characteristics of the object to be

reproduced.

(2) The match between the type of materials that con-

stitute the training set and the type of materials

that constitute the object to be reproduced is

perfect.

The experiments numerically prove the effectiveness of

the presented methodology, in particular when the

Tikhonov regularization is adopted in the optimization

process. An interesting result is that the methodology in its

Tikhonov variant shows little sensitivity to the number of

reference colors. Moreover, the study highlights the poten-

tial risks associated with improper use of the methodology.

For its application in operational contexts, when a

hyper-spectral scanner is not necessary, a limited number

of points can be considered by using a spot spectrophotom-

eter. The issues and the problems related to the optimal

selection of such a limited number of points will be the

matter of future investigation.
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