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Abstract. Stereo vision is the normal method to obtain the depth in-
formation from images. The problems encountered when applying
well established algorithms to real time applications are due to the
high computational load required. In this article, the authors address
this issue by performing a region-based analysis which considers
each pixel only once. Additionally, matching is carried out over statisti-
cal descriptors of the image regions. In this article, the authors pres-
ent a new algorithm that has been specifically designed to solve some
commonly observed problems which arise from other well known
techniques. This algorithm was designed using a previous algorithm
implemented by the authors. The complete analysis has been carried
out over gray scale images. The results obtained from both real and
synthetic images are presented in terms of matching quality and time
consumption and are compared with other published results. Finally, a
discussion of additional features related to the matching process is
provided. VC 2011 Society for Imaging Science and Technology.
[DOI: xxxxxxxxxxxxxxx]

INTRODUCTION
Stereo vision is a process that provides three-dimensional

perception by means of two different images of the same

scene. This process is of great importance in computer

vision, as it allows to obtain the distance from the cameras

to any specific object of the scene. When different viewpoints

from the same scene are compared, a further problem associ-

ated with the mutual identification of images arises. The

solution to this problem is commonly referred to as match-

ing. The matching process consists in identifying each physi-

cal point in different images.1 The difference observed

between images is referred to as disparity and allows depth

information to be obtained from either a sequence of images

or from a group of static images from different viewpoints.

In general terms, this approach solves the problem with

local or global approximations. The first option takes into

account only disparities within a finite window which

presents similar intensities in both images.2 Global algo-

rithms make explicit smoothness assumptions converting the

problem in an optimization one.3 Among them, we can find

some using edges, shapes and curves,4–6 and points7 or

segment-based algorithms.8 The calculations required for

depth mapping of images have been studied in detail, and a

complete review of algorithms performing this task by means

of stereo vision can be found in Scharstein and Szeliski.3

The results presented in this article have been obtained

using these processing techniques but especially taking into

account scale and orientation information to accurately

perform image matching.

Each of the three previously described approaches to the

matching problem presents several computing problems. In

the case of edges, curves and shapes, a differential operator

must be used (typically Laplacian or Laplacian of Gaussian,

as in Jia et al.9). This task requires a convolution of 3� 3,

5� 5 or even bigger windows; as a result, the computing

load increases with the size of the operator (for separable

implementations). This problem gets worse when using

area-based matching algorithms; the computational load fol-

lows an exponential law. The use of a window to analyze and

compare different regions seems to perform satisfactorily.10

However, this technique requires many computational

resources, as will be discussed later. Even most segment-

based matching algorithms perform an N�N local window-

ing matching as a step of the final depth map computation.3

It is important to notice that this step is not dimensional

separable. Most of these algorithms, however, obtain very

accurate results, with the counterpart of interpolating opti-

mized planes to force solution of linear systems.11

In this article, we propose a novel matching algorithm

based on characteristic vectors for grayscale images. The

vectors are extracted with a region growing algorithm,

taken from a previous work of the authors.12 Likewise, a

deeper study of the proposed algorithm has already been

published by the authors as a technical report.13

This article follows the structure of the algorithm.

Additionally, a section of results is presented with depth

estimations of both real and synthetic standard images. An

in-depth discussion and comparison with other algorithms

is done in the light of the results and a final conclusion sec-

tion closes this work.
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PROBLEM STATEMENT
There are several geometrical and camera response assump-

tions that have been made to compare two images that are

slightly different. These assumptions are described in detail

by Pons and Keriven.1 There are also various constraints

that are generally satisfied by true matches thus simplifying

the depth estimation algorithm, these are: similarity,

smoothness, ordering, and uniqueness. All of these con-

straints are taken into account with the so called fronto-

parallel and brightness constancy hypotheses.1 Taking this

into account, a region matching algorithm that reduces the

number of operations needed for stereo matching is pro-

posed, obtaining at the same time results that are relevant

compared with those found in the bibliography.

The presented algorithm works as follows:

1. Image preprocessing. First of all, a Gaussian low

pass filter is applied in order to reduce outlier pixels

that are not representative. This task is crucial to

perform the region growing algorithm that is

described in the Section “Image preprocessing”.
2. Characteristics extraction by region growing. Sec-

ond, the region growing algorithm is applied and

regions descriptors are obtained.
3. Vectors Matching. Once the vectors with the extracted

descriptors are created, the matching process over the

pair of vectors (one vector for each region and one

array of vectors for each image) is implemented.
4. Depth Estimation. The depth estimation is com-

puted from the horizontal distance of the centroid

of every matched pair of region descriptors.

Image Preprocessing

The proposed algorithm has been designed to operate on

grayscale images. Color images are first converted into 256

gray levels representing their brightness. Additionally, a

smoothing filter is applied to reduce the influence of the

noise on the processing. We use a 3� 3 Gaussian filter.

The scope of the work presented in this part of the ar-

ticle is restricted to the fast segmentation of different

regions and not coherent image segmentation (the fact that

different segmented parts belong or do not belong to the

same physical object is not of interest). Over-segmentation

is then tolerated. An efficient method to set regions is done

by truncating the image (and losing some information). In

this implementation, this process is carried out by using

the three most significant bits and, then, the grayscale is

reduced to eight levels. The truncation process has been

implemented on-the-fly inside the region growing and

characteristics extraction section of the algorithm.

Characteristic Vectors for Region Labeling

Descriptors or characteristic vectors are extracted on-the-fly

during region growing segmentation where each pixel is

examined only once.12 The most relevant characteristics

obtained from each region are the area, gray value, centroid,

length, width, boundary length, and orientation, being based

on the most relevant visual cues used in human vision.14

When the segmentation step is performed, we have a set

of characteristic vectors describing each region of the image.

In addition to these vectors, an image is required so that it

maintains the reference between each pixel and the region

identifier to which it belongs. This image is referred to as the

“footprint image” and is composed of one byte per pixel,

which represents the index of the characteristic region iden-

tifier in the vector. This limits, in this implementation, the

number of segmented regions to 255 (the value “0” is

reserved for unlabeled and occluded pixels). This kind of

procedure is usually referred to as dense matching.3

Matching Based on Extracted Features

The matching process requires a specific characteristic that

belongs to each of the different images and is obtained from

different viewpoints. Using this novel algorithm, a chain of

conditions has been proposed to verify the compliance

between regions. With this structure, increased efficiency is

achieved as every test is not always performed. The majority of

the region characteristics are compared according to Eq. (1)

val ¼
abs Chi

left � Chi
right

� �

max Chi
left;Chi

right

� � ; (1)

where i represents the ith characteristic (Ch) of those pre-

sented in Table I of the left or right image.

For this case, the possible range of differences is [0, 1].

We refer to this particular operation as relative difference.

Table I shows the order of conditions, the compared char-

acteristic and the acceptance threshold.

The centroid coordinate matching in tests 1 and 2 is only

searched in one-quarter of the image in each axis; it is assumed

that all the potentially matched objects are located far enough

from the cameras and in the same scan-line (1=4 image size verti-

cal tolerance). Moreover, the difference of left and right centroid

abscissas cannot be negative (which should represent objects far

away from the infinite. This case is not taken into account since

the specified geometrical assumptions are applied).

The preprocessed images, as said before, have been

truncated, so pixel values must have the same values to be

included in the same region, as in the third test.

Table I. Comparison tests and their corresponding thresholds.

Item Characteristic Comparison test Acceptance thresholds

1 Centroid ordinates Absolute difference <(Image Height)=4

2 Centroid abscissa Absolute difference and
non-negative

[0, (Image Width)=4]

3 Value Equality 1

4 Area Relative difference <55%

5 Length Relative difference <30%

6 Width Relative difference <30%

7 Angle Weighed difference <65

8 Vote of characteristics Absolute addition Total threshold
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The angle comparison (item number 7) needs deeper

explanation. Because of the ambiguity of the angle mea-

surement, when length and width are similar, a compara-

tive function described in Eq. (2) has been implemented

Da¼100 �abs
2

p
�atan min Ll�Wl ;Lr�Wrð Þð Þ�sin al�arð Þ

� �
:

(2)

In Eq. (2), Lx and Wx are the length and the width of the

left and right image regions, respectively, and ax, denoted

by the subscript l and r are the angles of the left and right

image region, respectively. By using this equation, the mag-

nitude of the angle is high when there is a large difference

between the length and width, and vice versa, because the

angle measurement of a compact object (similar length and

width) is highly noise sensitive.

Finally, if the result from all of the previous tests is posi-

tive, all of the differences obtained are added and compared

with the sum of the applied thresholds. “Total_Threshold” is

then computed in the first step by means of Eq. (3).

Total Threshold ¼ partial thresholds: (3)

After this operation (which is always positive in the first

voting test), the result is stored and used as the new Total_

Threshold value for further comparisons. By use of this

procedure, if a further region is observed to fit more effec-

tively into the reference region (i.e., the result from the

addition is smaller), uniqueness of the matching function is

enforced, and only this new region will be matched (and

the previous region will be left unmatched).

This matching methodology has been implemented as

a series of consecutive steps in a partial matching chain:

If some of the comparisons do not comply with the

partial threshold, the inner loop is broken and reinitialized,

saving computational load.

As stated in the introduction of this article, several geo-

metrical assumptions have been considered, resulting in the

following consequences:

• No geometrical correction is implemented. The two

cameras are assumed to be parallel in orientation,

and objects are far enough from the cameras. Then,

only abscissa distortions are supposed to be per-

ceived between both images.
• The depth map is approximated by parallel and non-

overlapping planes.
• It has been assumed that every well-matched left

centroid abscissa is higher than the right one (and

they are equal when the region is located at infinity)

and their difference lower than 25% of the image

range. This means that the matching regions are

assumed to be close to each other and, thus, located

far enough from the cameras.
• Both images are taken from the same camera height,

so the scan-line to find matches can be assumed to

be horizontal where only a range of 625% will be

tolerated when searching for matches.
• No region with an area below 0.1% of the image size

will be catalogued as a significant region and as a

result will not be matched.

As the images projected on each of the camera planes

are different, several of the areas in the scene might be pro-

jected on one of them, producing what is commonly referred

to as the occlusion effect. These areas cannot be matched, as

has been widely discussed in stereo vision literature.15 It will

be demonstrated that the method proposed in this article
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leaves several regions where no matching occurs, and they

will be indiscernible from occluded regions.

Regarding depth estimation, let (x,y) be a descriptor of

the centroid of a region in the left image, and (x’,y’) the

same descriptor of the right image. Taking into account, the

geometrical assumptions detailed before, we can assume that

x; yð Þ ¼ ðx0 þ d � x6ex ; y
06exÞ; (4)

where d is the distance (disparity) between the centroid ab-

scissa, and e the tolerance allowed in both directions.

Then, the main advantage of stereo vision is the corre-

spondence between differences in the x axis, and the distance

between the object and the cameras either once the cameras

have been calibrated or the required assumptions have been

made. The absolute distance of the centroid abscissas

(in pixels) is measured for every matched pair of regions.

In this work, the left image is the reference and is used

to compute the depth map. This is an arbitrary choice, with-

out any loss in generality, but the Middlebury database forces

this constraint to allow automatic error measurements.

RESULTS
The previously described algorithm has been implemented

using the OpenCV library and tested over different stand-

ard stereo pairs of images. These tests have been imple-

mented using a 1.6 GHz microprocessor. All the tested

images encounter geometrical constrictions assumed by

our algorithm, and were obtained from the Middlebury

benchmark, with their truth depth map (taken from the

Middlebury database16).

First of all, the proposed algorithm was run over the

Tsukuba pair of images with a resolution of 288� 384. In

Figure 1, the left version image is the computed depth map

and the right one the ground truth.

The original pair of images has been segmented into

102 and 97 regions. The errors in nonoccluded pixels, for a

threshold of 2 (in absolute values), are 55.9%. The error for

all pixels is 56.6% and the error in discontinuities is 66%.

These results will be discussed in the Discussion section.

Regarding the computation time, the algorithm takes

close to 24 ms for the segmentation process of each

image. As shown in Revuelta Sanz et al.,12 the segmenta-

tion time is quadratically related to the number of regions

of the segmented images and directly related to the image

size.

The characteristics vectors must be prepared and nor-

malized, and several of the descriptors are computed after

the image segmentation from the extracted data. The time

taken in this task in the Tsukuba test is close to 90.5 ls for

each one. This is not significant regarding the segmentation

and characteristic extraction processes. Finally, the match-

ing has been carried out over the computed vector and not

over the original images. In this case, the proposed algo-

rithm takes up to 700 ls to compare and match both vec-

tors. We can see the total time consumed is around 50 ms

(20 fps) for this stereo pair, which is within the real time

constraint.

We have carried out other tests over highly textured

images, using the Teddy and Venus grayscale images, of

size 375� 450. The corresponding results are presented in

Figure 2.

For the Teddy pair of images, the error in nonoccluded

pixels, all pixels and discontinuities are 79%, 80.7%, and

87%, respectively. For the Venus test, these errors are

73.9%, 74.2%, and 68.7%.

Computation times are 78.9 ms (12.7 fps) for the

Teddy pair of images, and 76.6ms (13 fps) for the Venus test

images.

DISCUSSION
The main contribution of the proposed algorithm is to

solve the matching problem in stereo vision by comparing

characteristics of regions instead of the regions themselves,

reducing the computational cost, and paying the price of

higher error rates. Since images are segmented into no

more than 255 regions, the computational efficiency

increases with the size of the image as opposed to both

windowed-areas and visual cues methods.

The aim of our proposal is to retrieve depth map esti-

mations with an important increase of the time perform-

ance, regarding other algorithms found in literature.

Truncation preprocessing has been presented apart

from the algorithm, for the goal of better comprehension,

Figure 1. (a) Tsukuba processed depth map. (b) True depth map.
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but, in practice, it is implemented on-the-fly in the region

growing algorithm. Thus, another advantage of the pro-

posed algorithm is based on the fact that part of the pre-

processing is carried out during the processing. No

additional loops are then required in the program.

In contrast to other well-known methods which per-

form image matching,10 we have replaced the task of com-

paring moving windows in both images by comparing two

vectors that contain close to 100 terms in the Tsukuba

images. The comparative process, due to its nested struc-

ture, allows time saving on many loops when certain tests

have not been passed. However, we can obtain unexpected

results when analyzing the higher time required to compute

the matching of smaller images or lower number of seg-

mented regions. The explanation of this possibility is based

on the number of steps required to be carried out in the

nested comparing structure. If the region descriptors are

similar in values, the comparing structure needs to go

through several levels, thus, generating an increased com-

putational load for each vector.

The results obtained for the computed depth maps

perceptually correspond to the truth depth map. However,

errors are still evident: It can be seen that the gray scale

segmentation based on brightness remains highly sensitive

to noise. Other errors arise due to problems of matching

small or undifferentiated figures such as the tins located

behind the lamp in Fig. 1(a). When looking at quantitative

results, we see high error rates. These errors are attributed

to the following reason. The disparity is computed from the

centroids differences. But such centroids are not always in

the correct place, since some regions can “overflow” the

physical region, including some extra pixels. This fact offsets

the centroid abscissa and, hence, the final disparity is biased.

Figure 3 presents some results in (color based) depth

map estimations from the same pair of images. These algo-

rithms will be used for time performance comparisons.

The quality of these depth map estimations is higher

than that proposed in this article, but regarding the time

performance, we find some relevant data. Hirchsmüller et

al. obtain their result with a 450MHz processor at 4.7 fps

(note that the image size is 240� 320 in this experi-

ment).17 Hong and Chen obtain the image in Fig. 3(b)

with a 2.4GHz PC after 3 s (image size 288� 384). In the

case of Klaus et al., the computation time required is

higher than 14 s on a 2.21GHz machine11 (the image size

is not specified in this work). We can easily see the

improvement in terms of performance of our algorithm,

since our results for the same image achieve a frame rate

of 14 fps on a slower processor (except the case of

Hirchsmüller et al.).

Figure 2. (a) Teddy computed depth map, (b) Teddy true depth map, (c) Venus computed depth map and (d)
Venus true depth map.
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Another relevant point to be made is related to the

unmatched and nonsegmented regions within the depth

map (drawn in black). Most of the black regions are not

segmented (i.e., when the area is smaller than the mini-

mum allowed) and, hence, not matched. The errors then

propagate from this discrimination to the final depth map.

Other black regions belong to unmatched vectors. An

example of this error is clearly presented in Fig. 2(c), where

the left written panel has not been matched. These sets of

images are rich in color and texture; their truncation into

black and white produces a deficient segmentation and,

thus, a deficient matching.

In the compared algorithms, the results obtained are very

accurate, paying the price of high complexity and, hence,

computational load. The scope of the research work presented

in this article has enforced the implementation of a context-

independent and faster algorithm resulting in a higher match-

ing error rate. A balance must be reached between the seg-

mentation, matching quality, and computational complexity.

If a more accurate segmentation performance is required,

color segmentation can be implemented; however, the main

disadvantage of this process is that three times more calcula-

tions (one per channel) are required. In Bleyer and Gelautz,10

using a 2GHz PC, researchers obtain for the Tsukuba

(288� 384) and the Venus (383� 434) images, a computation

time of 20 s. For the Teddy image (375� 450), their algorithm

takes around 100 s. Results are, again, much more accurate,

but the computation time is between 400- and 1000-fold lon-

ger, depending on the image pair.

The main disadvantage of the present algorithm has

been shown to be the dependence of the matching quality

in terms of the region growing quality, as has been shown

in Figs. 1 and 2, respectively, and their results.

CONCLUSIONS AND FUTURE WORK
A fast way of solving some problems of stereo vision has

been proposed and tested in this work.

Our proposal can be summed up in the following

aspects:

• Dense Matching: Theoretically, every pixel is linked

to a region since the region growing algorithm proc-

esses all of them. In practical cases, some pixels

remain unlabeled and, hence, unmatched.
• No interpolation: After the matching process no

interpolation is done either over matched pixels

(which would be nonsense) or over unlabeled pixels

(to save computational load and tolerating

unmatched regions).
• Real Time: All these aspects allow us to present a real

time (around 14 fps) algorithm for large size images.
• Compromise accuracy-speed: The necessity has been

shown for a compromise between accuracy (com-

plexity) and the speed (computational load) of the

algorithm, depending on the final application.

The algorithm presented in this work forms part of a

first approach to the current problem of depth mapping

and motivates further research to improve the segmenta-

tion process.

For future work, we would like to suggest the appro-

priateness of implementing motion estimation procedures

in video sequences. Keeping track of unmapped pixels

could drive higher frame rates and lower error levels. More-

over, some processing regarding color information should

also be proposed, without trying to overload the global

processing. However, we must take into account that every

single step delays global performance.
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