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bstract. In this article, the authors introduce a new algorithm to
dentify adult images that can effectively filter out images of naked
uman bodies in the internet. The algorithm detects eyes, which are
nown as the most salient component of a human face, and makes
statistical skin color distribution model directly from each input

mage by choosing reliable skin samples in facial areas near the
etected eyes. Skin areas over the entire image are segmented
obustly with the online constructed skin color model. The authors
hen extract a set of representative features characterizing naked
odies from the segmented skin areas and verify if the skin regions
ontain naked bodies through multilayer perceptron neural
etworked-based learning and inference of the representative fea-

ures. Experimental results are given to demonstrate that the pro-
osed adult image detection method can identify various types of
ude images effectively compared to other conventional
ethods. © 2011 Society for Imaging Science and Technology.

DOI: 10.2352/J.ImagingSci.Technol.2011.55.2.020508�

NTRODUCTION
ith the rapid development of the internet and information

echnology, it has become very easy to access and browse
arious types of multimedia contents on the web, including
hotographs, movie clips, and music files. Meanwhile, objec-
ionable contents, such as pornographic images that would
e illegal to sell even in adult bookstores, can be easily trans-

erred to homes and schools through the web or via e-mail
mage attachments. This can cause juveniles to see such ob-
cene images intentionally or unintentionally with little ef-
ort. Therefore, the methods of effectively blocking or filter-
ng out this type of harmful materials have been the subject
f great interest in related research areas.

In general, conventional adult image filtering ap-
roaches may be classified into three categories: Internet

eceived Apr. 5, 2010; accepted for publication Nov. 2, 2010; published
nline Mar. 10, 2011.
c062-3701/2011/55�2�/020508/10/$20.00.
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rotocol (IP)-based blacklist blocking, textual content-based
ltering, and visual content-based filtering.1 The IP-based
lacklist blocking approach first builds a set of uniform re-
ource locators (URLs) of objectionable websites and then
rohibits access to some requested web page if its URL is

ncluded in the blacklist. However, since the contents on the
nternet are highly dynamic and it is thus hard to keep the
lacklist of all objectionable websites up to date, the IP-
ased blocking approach seems to be inefficient and imprac-
ical. The textual content-based filtering approach attempts
o block obscene websites based on the analysis of their tex-
ual contents. Each word or phrase in a requested web page
s compared with those in the keyword dictionary containing
rohibited keywords or phrases, and the access to a re-
uested web page is then prohibited if enough offensive key-
ords or phrases occur in the web page. The textual

ontent-based filtering approach, however, suffers from the
ell-known over-blocking phenomenon that blocks access to

ducational websites related to health or sexology. In addi-
ion, many adult websites with text incorporated in elaborate
mages cannot be blocked by textual content analysis. There-
ore, many researchers investigate the visual content-based
ltering approach to analyze the image contents in a web
age or e-mail image attachments.

In the visual content-based approach, the identification
f adult images is typically treated as an image classification
roblem. Usually, human skin pixels are first extracted using
ome predefined or learned form of skin color model
SCM), and the detected skin pixels are then grouped into
andidate skin areas. Subsequently, various representative
eatures are obtained from the detected skin regions, includ-
ng color, texture, and shape features, and they are used to
iscriminate benign images from adult images.

We can find many approaches to adult image identifi-

ation based on analyzing the image contents in related lit-
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rature. Forsyth and Fleck suggested a system that finds na-
ed people in an image by using a skin filter and a human
gure grouper.2 Color and texture features are exploited to
etect human skin regions, and the detected regions are then

ed to the specialized grouper for grouping a human figure
sing geometric constraints on human structures. If the
rouper finds a predefined structure, the system decides that
n image of a naked human body is present. Wang et al.
roposed a wavelet image pornographic elimination system

or screening objectionable images.3 The system successively
liminates pornographic images by using a combination of
n icon filter, a graph photodetector, a color histogram filter,

texture filter, and a wavelet-based shape matching algo-
ithm. Jones and Rehg introduced a skin color detection
echnique with a statistical color distribution model.4 Several
eatures are extracted, and a neural network classifier is
rained using both adult and nonadult images. Bosson et al.
resented a new method to block pornographic images
here the likelihood ratio of a quantized color space is com-
uted and the features of the image blobs are then computed
nd presented as a vector.5 Finally, a neural network may be
tilized to classify whether the image is pornographic or not.

edynak et al. proposed a statistical model for skin
etection.6 The maximum entropy model is adopted to infer

he skin models from the data set. Then, the Bethe tree
pproximation and belief propagation algorithm are utilized
o approximate the skin probability at pixel locations. Zheng
t al. suggested an adult image detection method, where an
CM is first applied to extract skin bocks in an image, and
eatures extracted from skin blocks are then fed into the

ultilayer perceptron (MLP) classifier to identify adult
mages.7 Hammami et al. developed the WebGuard system
n which visual analysis based on skin color is employed for
dult content detection and filtering.8 A skin color-related
isual feature, which represents the percentage of skin pixels
ithin a web page, is used to identify pornographic websites.

ee et al. adopted the YCbCr color space and performed skin
egmentation with several SCMs generated to tolerate the
hromatic deviation due to special lighting.9 The texture
oughness feature was further utilized to reject false positives
oming from skinlike background regions. Several represen-
ative features were then used to verify the detected skin
reas. Ioffe and Forsyth suggested human body model-based
ornographic image detection.10 The system segments skin
olor pixels in an image using color and texture information
nd then finds all connected skin regions that are candidates
or trunks and limbs. These skin columns are combined
ubject to constraints derived from a geometrical model of
he human body. If the combination can form the shape of a
uman body, the image is treated as pornographic. Besides
hese methods, many other approaches have been
eported.11–13

As can be seen in these methods, accurate detection of
uman skin regions is very important for adult image iden-
ification, but they still have essential problems in extracting
kin color. In other words, the colors of human skins are

asically not the same because of individual skin difference m

. Imaging Sci. Technol. 020508-
r different races. Moreover, the skin regions of captured
mages may not have identical color due to makeup, differ-
nt cameras used, various illumination conditions, etc.
herefore, most of the existing skin region detection algo-

ithms using predefined or learned SCMs are unable to over-
ome all of the above mentioned circumstances. The optimal
olution for the problem is to reliably select skin samples
rom an input image and to adaptively make a skin chromi-
ance distribution model suitable for the image itself when-
ver it is tested instead of utilizing a generalized skin model.

In this article, therefore, we propose a new adult image
etection method that robustly segments skin areas with an

nput image-adapted skin color distribution model and veri-
es if the segmented skin regions contain naked bodies by

using several representative features through a neural net-
ork scheme. The main difference of our method from pre-
iously reported skin detection methods is that we first de-
ect eyes, which are known as the most salient component in
human face,14,15 and make an image-adapted and statistical
CM adequate for the test image by choosing reliable skin
amples in facial areas near the detected eyes. Skin areas over
he entire image are then segmented with the generated
CM. Figure 1 shows the overall flow of the proposed adult
mage identification algorithm.

As shown in Fig. 1, the suggested method consists of
wo main parts: a learning part and an identification part.
he learning part robustly segments skin areas and extracts a

et of visual features from the segmented skin regions which
haracterize naked bodies. It then trains the features by us-
ng a MLP neural network. The identification part performs
kin area detection and feature extraction from a test image
imilarly to the learning part and optimally distinguishes
dult images from nonadult images while fusing the differ-
nt types of extracted features with the MLP.

ETECTING REPRESENTATIVE FACIAL
OMPONENTS
he purpose of this step is to accurately detect human eye
reas in a color image, which will provide significant base
ositions of the search areas for selecting skin samples reli-
bly. In general, among various facial features, eyes are the

Learning
Images

Learning

Skin area
extraction

Training

Feature
extraction

Testing
Images

Identification

Skin area
extraction

Adult image
identification

Feature
extraction

Eye detection Eye detection

Trained
Database

Figure 1. Overall flow of the proposed algorithm.
ost prominent features that can be used for face detection
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nd recognition.16,17 In this article, we first transform red-
reen-blue (RGB) color space to YCbCr color space because
etecting human skin color using RGB color values does not
eem feasible and thus different color spaces are needed to
educe the variance of skin colors. Since the cluster of skin
olor pixels is more compact in YCbCr space than hue-
aturation-value (HSV) space,18 the red, green, and blue
olor components are nonlinearly transformed into YCbCr
olor space components.

We then use EyeMap to extract human eyes in a color
mage, as proposed by Hsu et al.19 Two separate eye maps are
rst constructed by using the chrominance and luminance
omponents, and these two maps are then combined into a
ingle eye map. The eye map from the chroma is based on
he observation that high Cb and low Cr values are found
round the eyes and is defined as in Eq. (1),

EyeMapC =
Cb

2 + �255 − Cr�2 + �Cb/Cr�

3
, �1�

here Cb
2, �255−Cr�2 and Cb /Cr are all normalized to the

ange from 0 to 255. Since the eyes usually contain both
ark and bright pixels in the luma component, gray-scale
orphological operators can be designed to emphasize

righter and darker pixels around eye regions.20,21 Thus,
ray-scale dilation and erosion operations with a hemi-
pheric structuring element are used to build the eye map
rom the luma as in Eq. (2),

EyeMapL =
Y�x,y� � g��x,y�

Y�x,y� � g��x,y� + 1
, �2�

here � and � represent dilation and erosion operations,
espectively. The eye map from the chroma is enhanced by
istogram equalization and then combined with the eye map

rom the luma by an AND (multiplication) operation as in
q. (3),

EyeMap = �EyeMapC� AND �EyeMapL� . �3�

The resulting eye map is further dilated, masked with
he area that is built by enclosing the skin-tone regions with

peudoconvex hull, and normalized to brighten the eyes
nd suppress other facial areas. The locations of eye candi-

(a) (c)(b)

igure 2. Example of detecting eyes: �a� eye map image; �b� segmented
egions; and �c� eye candidates.
ates are initially estimated from the pyramid decomposi- fi

. Imaging Sci. Technol. 020508-
ion of the eye map and then refined using iterative
hresholding and binary morphological closing on this eye

ap. Figure 2 shows an example of detecting candidate eye
egions by using the ANDed EyeMap. Fig. 2(a) represents
he resulting image of applying EyeMap to a test image,
ig. 2(b) displays segmented and binarized candidate eye
egions with EyeMap values greater than a predefined
hreshold value, and Fig. 2(c) shows the resulting image
verlaid with minimum enclosing rectangles corresponding
o the detected eye candidates.

EyeMapC seems to be more or less sensitive to the vari-
nce of eye colors due to different races and color contact
enses since it is defined with chrominance components. For
yeMapL, we can find that the overall result is better when

he boundaries of eyelashes or pupils of the eyes are clear. In
rder to select real eyes among the detected candidate eye
egions, we utilized both photometric and geometrical fea-
ures such as color distribution of the candidate region, the
longatedness and compactness of the region, and the dis-
ance between two eye candidates.

In the present work, we detected human eyes by using
he EyeMap in YCbCr color space, but any other eye detec-
ion methods can be used if their accuracy is acceptable. In
ddition, other approaches to obtaining representative facial
omponents such as noses and lips apart from eyes may be
pplied similarly to define the search area for choosing hu-
an skin samples.

XTRACTING HUMAN SKIN AREAS
he SCM is one of the most important factors in segment-

ng human skin regions from a color image. That is, unless
he skin model is made to effectively reflect the distribution
f human skin color, accurate extraction of skin regions is
ifficult to achieve. To robustly extract skin areas from color

mages which are taken under various conditions or some
onstraints are not imposed on, in this work an image-
dapted SCM for each test image is constructed by using the
olor distribution of the skin regions near the detected eyes.
nstead of making use of some predefined or learned form
f skin color distribution model as in most of the conven-
ional skin detection methods, we adaptively build our color

odel from each test image online while selecting reliable
kin samples with the aid of an eye extracting facility, so that
he resulting skin segmentation may be very successful.

Therefore, we obtain human skin samples within the

Binarization

Binarization

SSkkiinn mmaapp

SSkkiinn mmaapp

Figure 3. Constructing and binarizing a skin map.
vefold enlarged areas of the corresponding maximum en-
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losing rectangles for the detected eye regions. In general,
hough there is a high possibility of human skin pixels ex-
sting in the selected regions near the eyes, nonskin areas
uch as glasses or other background regions may also be
resent, therefore we need to classify the chosen regions into
kin and nonskin pixel regions. For this purpose, we suggest
uilding a skin map by calculating the distance between a
elected skin sample and an average value of skin color as in
q. (4),

SkinMap = 255 −
�Ĉr − Cr� + �Ĉb − Cb�

2
. �4�

In Eq. (4), Ĉr and Ĉb represent the general Cr and Cb

kin color values, respectively. SkinMap has values between 0
nd 255 and is so constructed that it has a value close to 255
s the selected sample has color similar to the average skin
olor. Figure 3 illustrates an example of building a skin map
rom a test color image. As the color of the skin map is close
o white, it means that the map is similar to human skin.

In order to choose only true skin sample pixels in the
kin map, the histogram binarization suggested by Otsu is
hen performed.22 Otsu’s method statistically selects an op-
imal threshold that binarizes a gray-level histogram, with-
ut a priori knowledge, by using a discriminating criterion
o maximize the separability of the resultant classes. This

ethod is well known to show excellent performance when
he histogram has two distributions of probability density.
ig. 3 also shows an example of displaying subimages of skin
egions after binarizing the histogram of skin maps, where
onskin regions are shown in black and skin regions are in

he corresponding original colors of the test image. When
he color of hair is analogous to skin color owing to hair
yeing, the corresponding hair regions may not be elimi-
ated completely. However, since the hair color is similar to
kin color, the overall result of constructing a skin model is
ot affected very much, and such cases are very rare.

Modeling skin color requires choice of an appropriate
olor space and identifying a cluster associated with skin
olor in this space.4 In general, the distribution of skin color

2550 Cb

Cr

255

Figure 4. Distribution of skin samples in CbCr subspace.
amples in the CbCr subspace takes the form of an elliptical o

. Imaging Sci. Technol. 020508-
hape, as shown in Figure 4, but the positions of corre-
ponding ellipses for test images are different. As a result, we
uild our image-adapted SCM online by extracting skin
amples directly from each test image itself. Our SCM is
enerated by using the human skin samples selected near the
etected eyes of the test image and is specified by the center
nd spread of the elliptical cluster. The elliptical model for
he skin tones is described in Eqs. (5) and (6),

�x − ecx�2

a2
+

�y − ecy�2

b2
� 1, �5�

�x

y
� = � cos � sin �

− sin � cos �
��Cb − Cb�

Cr − Cr�
� , �6�

here �Cr ,Cb� denotes the Cr and Cb values of the test image
nd � represents the angle of rotation of the ellipse. �a ,b�
eans the length of the major and minor axes of the ellipse

nd �ecx ,ecy� denotes compensation values for the rotation
rror of the ellipse. In this article, the values of �, �a ,b�, and
ecx ,ecy� are set to 2.53 (in radians), (25.39,14.03), and
1.0,2.0), respectively. These values are determined through
epetitive experiments with various test images. The center
f our skin model �Cb� ,Cr�� is formalized in the CbCr sub-
pace as in Eq. (7),

Cb� =
1

K
�
t=0

K−1

Cb�t�, Cr� =
1

K
�
t=0

K−1

Cr�t� . �7�

In Eq. (7), t denotes the index of representing each skin
ample, Cb�t� and Cr�t� are the Cb and Cr chrominance val-
es at the tth sample, respectively, and K represents the
umber of chosen skin samples. Cb� and Cr� denote the av-
rage values of Cr and Cb of the samples, and they are uti-
ized as standard values for later skin segmentation.

After making the elliptical model of skin color distribu-
ion, we perform skin segmentation for the test image with
he model. Once our SCM is generated, the skin region seg-

entation is rather simple. In other words, if the color of a
ixel in the image is within the range of the elliptical model,
e define the pixel as a skin color pixel. Otherwise, it is

lassified as a nonskin color pixel. After detecting all skin
olor pixels in the image, we can obtain individual skin re-
ions by applying the labeling process to them. In this ar-
icle, since the image-adapted skin model is constructed di-
ectly from each test image instead of using a predefined or
earned SCM, robust segmentation of skin regions regardless
f various conditions can be achieved.

EATURES CHARACTERIZING NAKED BODIES
fter skin areas are robustly obtained from an input image
y using the skin color distribution model, a set of visual
eatures that characterize adult images is extracted to judge if
he skin regions contain naked bodies. In general, there may
xist a lot of nonskin objects possessing skinlike chroma in
n image, e.g., wood, desert sand, rocks, food, and the skin

r fur of animals, and thus the selection of major features

Mar.-Apr. 20114
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epresenting adult images is very import for naked image
dentification. For this purpose, we investigated a mass of
aked images and use the following five types of image fea-

ures: location, size, elongatedness, compactness, and texture
moothness. For the sake of practicability, the features
hould be designed to be simple and effective.

For the location feature, we compute the normalized
istance between the center of gravity of each skin region
nd the center of the image as in Eq. (8). The normalization
s used because the size of the image is not always square.
his feature is to measure if the segmented skin area is close

o the image center, and it is based on the observation that
he position of a naked body is usually near the center of an
dult image in order to harmonize with the frame. Here,

Floc
i =

1

�2
����CGx

i − ICx�

W
	2

+ � �CGy
i − ICy�

H
	2

,

CGx
i =

1

Ni�
j=1

Ni

xj
i, CGy

i =
1

Ni�
j=1

Ni

yj
i, �xj

i,yj
i� � Ri ,

ICx =
1

2
W, ICy =

1

2
H . �8�

In Eq. (8), Ri denotes the ith segmented skin region, W
nd H represent the width and height of the input image,
nd ICx and ICy are the x and y coordinates of the image
enter, respectively. CGx

i and CGy
i are the coordinates of the

ravity center of the region Ri and �x ,y� denotes the x and y
oordinates of the Ri. Ni represents the number of pixels in
he Ri. The location feature Floc

i is designed to have a value
etween 0 and 1. If the feature has a value close to 0, the
orresponding skin region lies near the center of the image.
n the other hand, if it has a value close to unity, the region

s located far away from the image center.
For the size feature, we use the ratio of the number of

ixels in the skin region to those of the whole image. For
elighting viewers, the naked body usually occupies a signifi-
ant portion of an image. Therefore, the size feature Fsize

i

hould have a value greater than some predefined threshold
alue so that the segmented region can be judged to contain
naked body,

Fsize
i =

Ni

W � H
. �9�

For the elongatedness feature, we calculate the aspect
atio of the segmented skin area. This feature is used to
uantify how the profile of the segmented region is like the
aked body. To implement the elongatedness feature, we ap-
ly principal component analysis to the segmented region
nd obtain two orthogonal eigenvectors. By projecting the
egion to the two orthogonal eigenvectors, we then get a

inimum rectangle which barely encloses the region. Our
longatedness feature Felon

i is defined with the ratio between
he horizontal and vertical lengths of the rectangle. In Eq.

i i
10), LER denotes the least enclosing rectangle of the R and e

. Imaging Sci. Technol. 020508-
hor�LERi� and Lver�LERi� represent the horizontal and ver-
ical lengths of LERi, respectively,

Felon
i =

Lhor�LERi�

Lver�LERi�
. �10�

For the compactness feature, we compute the ratio of
he area of the extracted skin region to the area of its LER.
ompactness represents the denseness of a region. Usually,

ince a naked body region consists of a set of connected
ixels that has similar skin color, the region is dense rather

han sparse. This feature is very useful in differentiating real
aked body areas from non-naked ones. The compactness

eature Fcomp
i is defined as in Eq. (11), and it has a value close

o unity when a region is fully compact,

Fcomp
i =

Ni

Lhor�LERi� � Lver�LERi�
. �11�

For the texture smoothness feature, we characterize the
dgeness of the segmented skin region. This feature is em-
loyed to discriminate between adult and nonadult images
ince most nonadult images may have sharper edges whereas
he adult ones will exhibit smooth textures. In order to com-
ute the smoothness feature, we first apply the Laplacian
dge operator to the segmented area so that we can calculate
he magnitude of its edgeness. The Laplacian operator is well
nown to be a two-dimensional isotropic measure of the
econd derivative of an image, and it is fast and can effec-
ively detect edges in all directions.23 We use the Laplacian
onvolution mask as illustrated in Figure 5.

We then count the number of pixels in the region whose
dge magnitude value is similar to the mean edge value of
he whole skin region. The smoothness feature Ftext

i is de-
ned as in Eq. (12), and it has a value close to 1 as the
dgeness of the skin region is smooth. In Eq. (12), E�xj

i ,yj
i�

enotes the edge magnitude of the pixel at the position �x ,y�
f the region Ri, Êi is the mean edge value of the Ri, and Eth

epresents a threshold edgeness value determined through

-1

-1 -1

-1

-1-1 -1

-1

8

Figure 5. Laplacian mask for computing edgeness.
xperiments,
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Ftext
i =

1

Ni

� �
j=1

Ni

��E�xj
i,yj

i�� ,

��E�xj
i,yj

i�� =
1 if Êi − Eth � E�xj
i,yj

i� � Êi + Eth

0 else,
�

Êi =
E�xj

i,yj
i�

Ni
. �12�

The computed five types of normalized features charac-
erizing each segmented skin region can be expressed in the
orm of a feature vector as in Eq. (13), which will be used for
lassifying images. Every feature in the vector is normalized
o have a value from 0 to 1 for effective processing in later
teps,

F�Ri� = �Floc
i ,Fsize

i ,Felon
i ,Fcomp

i ,Ftext
i  . �13�

DENTIFICATION OF ADULT IMAGES
n order to optimally distinguish adult images from
onadult images while effectively fusing the five types of

eatures produced in the feature extraction step, we employ
he MLP classifier. The MLP is well known to be a feed-
orward artificial neural network that has been extensively
sed in classification and regression. Evidence from the ref-
rences shows that the MLP classifier offers a statistically
ignificant performance improvement over other classifica-
ion approaches such as the generalized linear model, the
-nearest neighbor classifier, the support vector machine,
nd so forth.7,24 Our MLP is a three-layer feed-forward neu-
al network with one hidden layer, as illustrated in Figure 6.

The five types of normalized features extracted from
ach skin region are put into the input layer, and a sigmoid
unction is used as the nonlinear activation function. The
utput of the MLP has a value between 0 and 1, which
epresents the degree of likeliness that the segmented skin
egion contains naked bodies. In other words, the closer the
alue is to 1, the more likely the input image corresponds to

Feature
vector

Input layer Hidden layer Output layer

Figure 6. Structure of multilayer perceptron.
n adult image. We then set a threshold value T, 0�T�1, p

. Imaging Sci. Technol. 020508-
o get a binary decision. In this work, the threshold T plays
he role of adaptively controlling the level at which a test
mage is identified as an adult image. For instance, when
hildren browse web pages, T can be increased such that
ost adult images will be filtered out. Otherwise, a proper T

an be set to minimize the number of nonadult images
hich are misidentified as adult images. If there is more than
ne skin region in the input image, we use the maximum
utput value among them.

Although we attempt to detect adult images with skin
olor distribution and a set of visual features, many false
ositives may still exist. For example, mug shots often in-
lude a large portion of skin area in the image, so that they
end to be frequently recognized as adult images. To exclude
uch false positives coming from mug shots, most existing
dult image detection approaches employ some type of face
etector. In general, the mug shot has an important charac-

eristic in that its face area occupies a significant portion of
kin area. As a result, it can easily be identified by utilizing
he ratio of the face region to the whole skin region. Unfor-
unately, the face detection module increases the system’s
omputational load. On the other hand, in this work we
ave already extracted eyes when generating the skin color
istribution model and thus can effectively distinguish mug
hots from adult images through the geometric relationships
etween the eyes and the face region.

XPERIMENTAL RESULTS
he proposed adult image detection algorithm was imple-
ented using VISUAL C�� 2005 and tested in WINDOWS 7 on

n Intel Core2 Quad Q9400 2.66 GHz processor with 4 GB
emory. In order to construct our image database, we col-

ected a variety of adult and nonadult images which are dis-
ributed for commercial and noncommercial use on the web.
ince the images were taken and digitized under various
onditions, it can be said that no special illumination or
ther constraints are imposed on our test images. A total of
400 images were collected to form our database and manu-
lly categorized into four groups, including 1200 naked body
mages, 400 bikini images, 400 portrait images, and 400
ther miscellaneous images. The naked body images contain

ully naked and seminaked (upper body only) people; the
ikini images are non-naked images including people wear-

ng revealing clothing such as swimming suits or bikinis; the

(a) (c) (d)(b)

igure 7. Extracting skin color regions in a naked body image: �a� input
mage; �b� method of Hsu et al.; �c� method of Lee et al.; and �d� pro-
osed method.
ortrait images involve single near-frontal faces or mug
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hots but differ in terms of backgrounds and illuminations;
nd other miscellaneous images are the ones with complex
ackgrounds and multiple human faces, respectively. Among
400 database images, 1200 images including half of each
roup were used for training and the remaining 1200 images
or testing.

In this article, we evaluate the performance of our sug-
ested method in terms of two aspects: skin color segmen-
ation and adult image identification. To compare the per-
ormance of the skin segmentation aspect, we also
mplemented two existing algorithms proposed by Hsu et
l.19 and Lee et al.9 which seem to be the most representative
kin detection methods, and the same test images were ap-
lied to the two conventional methods. Some experimental
esults of the suggested and existing methods are shown in
igures 7–10, where the resulting image of skin detection is
semantically binary image consisting of skin color pixels

nd nonskin black color pixels.
Fig. 7 shows some results of extracting skin areas in a

(a) (c) (d)(b)

igure 8. Extracting skin color regions in a bikini image: �a� input image;
b� method of Hsu et al.; �c� method of Lee et al.; and �d� proposed
ethod.

(a) (c) (d)(b)

igure 9. Extracting skin color regions in a portrait image: �a� input im-
ge; �b� method of Hsu et al.; �c� method of Lee et al.; and �d� proposed
ethod.

(a) (c) (d)(b)

igure 10. Extracting skin regions in a image with complex back-
rounds: �a� input image; �b� method of Hsu et al.; �c� method of Lee et
l.; and �d� proposed method.
aked body image. As can be seen in Fig. 7, the existing a

. Imaging Sci. Technol. 020508-
ethods seem to have difficulty accurately obtaining the
oundaries of skin color areas and tend to detect many un-
ecessary regions because the background includes colors
imilar to skin color. On the other hand, the proposed

ethod is very successful.
The method of Hsu et al. is mainly for the detection of

uman faces, not for naked bodies that normally occupy a
arge portion of the image. Furthermore, there exist a large
umber of naked body pictures taken under special illumi-
ation conditions. Usually, warm lighting is applied to make
kin tone look more attractive, while human skin color de-
iates from the normal case at the same time. Skin extrac-
ion method of Hsu et al. seems to be inadequate to cope
ell with these environments. The method proposed by Lee

t al. may detect skin areas successfully with the aid of dif-
erent patterns of learned skin color, but it tends to extract
edundant nonskin background regions as human skin. That
s, their method often fails to distinguish skinlike back-
round areas from real skin areas owing to somewhat de-
ailed skin clusters. Meanwhile, the suggested method shows
romising results because it does not depend on some pre-
efined SCMs or learning scheme and constructs skin color
istribution adaptively from each test image itself.

Fig. 8 illustrates some results of obtaining skin color
reas from a bikini image. We can notice that the overall
esults of skin detection for naked and bikini images are
ormally similar since naked human body regions occupy a

arge portion of both types of images. Fig. 9 demonstrates
he results for a portrait image, where the image is a non-
aked image that contains skin regions corresponding to the
arts of a human body such as faces, hands, and legs. In
ortrait images, the skin areas usually do not occupy a large
ortion of the image compared to the naked body and bikini

mages. Also, the portrait images are mostly captured in a
omewhat good indoor or outdoor environment so that they
o not involve serious distortions, noise, or reflections.
herefore, both the existing and proposed skin extraction
ethods produce satisfactory results. In Fig. 10, the upper

nd lower images show some results for an image with com-
lex backgrounds of varying illuminations and different pat-

erns of textures and for an image with multiple faces and
ands, respectively. For both cases, we can clearly see that
ur approach outperforms others.

To evaluate the performance of skin detection quantita-
ively, we define the root mean square error (RMSE) mea-
ure as in Eq. (14), which deals with both general and spe-
ific aspects of image quality.25,26 RMSE is a frequently used
easure of the differences between values predicted by a
odel or an estimator and the values actually observed from

he thing being modeled or estimated, and it is a good mea-
ure of accuracy,

RMSE =� 1

M � N
�
i=m

M

�
j=n

N

�OB�i, j� − RB�i, j��2, �14�

here M and N represent the width and height of the image

nd �i , j� is the horizontal and vertical indices representing
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ositions of the image. OB�i , j� denotes the ground truth
inary image and RB�i , j� is a resulting binary image of skin
etection. For the accurate evaluation of performance, we
anually converted the original test images into binary im-

ges consisting of skin color and nonskin color pixels.
The computed root mean square errors for the existing

nd proposed skin extraction methods are illustrated in Fig-
re 11. We can clearly notice that our approach shows better
esults compared to other approaches. From these experi-

ents, our skin detection method proves to be able to ro-
ustly obtain human skin regions by building image-adapted
CMs from the test image itself.

To verify the performance of our adult image identifi-
ation method, true and false detection rates are measured.
he true detection rate is the percentage of adult images
orrectly classified and the false detection rate denotes the
ercentage of nonadult images incorrectly classified. In this
rticle, we first measure the correct classification rate of our
ethod while increasing the features used to characterize

aked images. We can easily find from Table I that as more
eatures are considered, better classification results are gen-

Table I. Correct classification rates with different features.

eatures Naked body Bikini Portrait Miscellaneous

loca 33.64 36.22 38.34 37.76

loca + Fsize 89.47 42.38 56.25 98.67

loca + Fsize + Felon 91.67 79.97 62.50 99.91

loca + Fsize + Felon + Fcomp 91.68 82.21 93.75 87.65

loca + Fsize + Felon + Fcomp + Ftext 94.33 84.39 93.76 85.16

Table II. Confusion matrix of the suggested method.

lassification results

Test images

Naked body images Non-naked images

aked images 566 �94.33%� 44 �7.32%�

on-naked images 34 �5.56%� 556 �92.68%�

0

5

10

15

20

25

Naked Bikini Portrait Miscellaneous

Hsu's method Lee'smethod Proposedmethod

Figure 11. Root mean square error.
rally achieved. For example, the compactness feature shows n

. Imaging Sci. Technol. 020508-
etter classification results for the portrait images since they
re mostly captured in somewhat good indoor or outdoor
nvironments, and their skin areas do not occupy a big por-
ion of the image. On the other hand, the texture smooth-
ess feature shows better classification results for the naked
ody and bikini images because most nonadult images may
ave sharper edges whereas the adult images will exhibit
mooth textures. However, for the miscellaneous images, we
et classification results that do not seem to be dependent on
he number of features used. This result is probably because
ur method uses several features that effectively represent
aked body images, but the miscellaneous images contain
arious types of non-naked bodies or scenes.

Table II shows the confusion matrix of our experimental
esults. The identification rates of the naked body and non-

Table III. Confusion matrix in the method of Lee et al.

lassification results

Test images

Naked body images Non-naked images

aked images 537 �89.5%� 53 �8.83%�

on-naked images 63 �10.5%� 547 �91.17%�

Table IV. Confusion matrix in the method of Yang et al.

lassification results

Test images

Naked body images Non-naked images

aked images 512 �85.33%� 79 �13.17%�

on-naked images 88 �14.67%� 521 �86.83%�

Figure 12. ROC curve of the proposed system.
aked images are 94.33% and 92.68%, respectively.

Mar.-Apr. 20118
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The receiver operating characteristic (ROC) curve of the
roposed adult image detection method is illustrated in Fig-
re 12. As can be seen in Fig. 12, the suggested system meets

he requirements for the practical application of an adult
mage identification system, that is, the reasonable detection
ate and low false alarm. From these experiments, our

ethod proves to be able to effectively distinguish naked
ody images from non-naked ones by adopting the input

mage-adapted SCM as well as integrating a set of represen-
ative skin area features through the multilayer perceptron
eural network scheme.

To compare the performance of our adult image detec-
ion algorithm with those of other approaches, we also
mplemented the method of Lee et al. and the method of
ang et al.9,11 This choice was made based on the fact that
hese two existing methods were introduced recently, and
heir results are known to be relatively good as well. The
ame test images are employed to derive the performance
omparison. The confusion matrices of the two experimen-
al results are shown in Tables III and IV, respectively. These
esults show that our method can detect adult images more
ccurately than the other approaches.

Figure 13 shows the error bars for the correct propor-
ions of the three confusion matrices. As can be seen from
ig. 13, for the case of recognizing adult images correctly,
ur method has a similar standard deviation to the method
f Yang et al., and the method of Lee et al. shows a larger
ne. For the case of recognizing nonadult images correctly,
he suggested method shows the smallest variation and the

ethod of Yang et al. has the largest one. With the error
ars, it is clear that the suggested method is better than prior
orks.

The suggested adult image detection system usually
orks well when it robustly detects eyes by exploiting eye
aps and when the skin region extraction using the color

ear the detected eyes is effectively performed. Also, the
dult image identification performance is good when the
eatures of extracted skin areas are similar to the five features
e defined. On the other hand, our system often fails when
onskin objects possessing skinlike chroma, such as wood
nd desert sand, could be detected as skin and the detected
egions may have the characteristics analogous to those of
kin regions. In addition, bikini images containing a large
ortion of skin areas tend to be falsely detected as adult

50

55

60

65

70

75

80

85

90

95

100

Proposed Lee Yang

Naked

Non-Naked

Figure 13. Error bars for the correct proportions.
mages. s

. Imaging Sci. Technol. 020508-
In our system, about 20% of eyes are incorrectly de-
ected. This happens when there are people with their eyes
losed, eyes are partially or completely covered by hair, or
he image contains some captions since EyeMap has diffi-
ulty distinguishing captions from eyes. If the eyes are incor-
ectly detected, the statistical distribution of our image-
dapted SCM may be far from that of a generally used SCM.
n this case, we must use the general SCM instead of our
kin model.

Adult image identification in more complex images has
ower accuracy than those of other images since eyes may be
ncorrectly detected and there is a high possibility of falsely
etected skin regions existing in backgrounds. However,
omplex images do not always make the detection accuracy
ow. If skin color regions extracted from complex images are
luttered with small areas, the overall performance is the
ame as for normal images. Also, although there may be
kin-tone areas in backgrounds, they do not make an impor-
ant impact on the identification results if their features such
s compactness and texture smoothness are not similar to
hose of real skin color regions.

Our system may not distinguish between pornographic
mages and fine art images although it depends on the types
f fine art images used. For instance, Botticelli’s “Birth of
enus” includes large areas of human skin and is thus clas-
ified as an adult image. Our method is also racially robust,
roperly handling various skin colors because it creates and
ses an image-adapted and statistical SCM appropriate to

he test image, choosing reliable skin samples in facial areas
ear the detected eyes.

ONCLUSIONS
ith the rapid development of the internet, it has become

ery easy to access and browse various multimedia contents
n the web. Meanwhile, objectionable or illegal content such
s pornographic images is widely available, causing severe
ocial problems. Therefore, in order to filter out this type of
armful materials, different types of approaches have been
xplored based on visual content-based filtering; however,
hey still have essential problems in segmenting skin color
ue to a variety of reasons. In other words, the color of
uman skin varies because of individual skin differences or
ifferent races. Moreover, the skin regions of captured im-
ges may not have identical color due to makeup, different
ameras used, various illumination conditions, and so on.
herefore, the conventional approaches that use some pre-
efined or learned form of SCM are unable to overcome all
f the above mentioned circumstances.

In this article, therefore, we have proposed a new adult
mage detection method which employs robust skin segmen-
ation. Our method first detect eyes, known as the most
table component in the face, and constructs an input
mage-adapted skin color distribution model by choosing
eliable skin samples near the detected eyes. Skin areas over
he entire image are then segmented with the generated
olor model. Since we make the adaptive SCM online, robust

kin segmentation can be achieved. Subsequently, five types

Mar.-Apr. 20119
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f geometric features that characterize adult images are ex-
racted from the chosen skin region, and we finally verify if
he skin region contains naked bodies by effectively fusing
he multiple features through a three-layer perceptron neural
etwork.

Our adult image identification algorithm may be poten-
ially applicable to internet censorship, which is one of the
ays to protect users from accessing violent or sexual
ebsites that are especially harmful to teenagers. However,

ince it has been a rather controversial topic among most
eb users, internet censorship should be considered

arefully.
Our future work will focus on including individual hu-

an body parts, such as female breasts and hips, which can
haracterize adult images more clearly. Furthermore, we will
ndertake various experiments with other adult images cap-

ured in more complex environments.
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