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bstract. In this paper, a new method for efficient generation of
ideo hologram for three-dimensional (3D) video is proposed by
ombined use of redundant data of 3D video and look-up table tech-
iques. That is, 3D video is a collection of sequential 3D images
aving depth data as well as intensity and neighboring moving pic-

ures in the 3D video differ slightly from each other. Therefore, a
ethod for fast computation of computer generated holography

CGH) patterns for 3D video images is proposed by combined use
f temporal redundancy and look-up table techniques. Furthermore,
djacent pixels of a 3D image have very similar values of intensity
nd depth, and some of them even have exactly the same values of

hem. In other words, a 3D image has a spatial redundancy in inten-
ity and depth data. Therefore, a method for fast computation of
GH patterns for the 3D image taking into account of the spatial

edundancy of the 3D image is proposed. To confirm the feasibility
f the proposed method, some experiments with a 3D test object are
arried out and the results are compared to those of the conven-
ional methods in terms of a computational speed and a required
emory size. © 2011 Society for Imaging Science and Technology.

DOI: 10.2352/J.ImagingSci.Technol.2011.55.1.010506�

NTRODUCTION
ecently, a lot of research has been actively carried out on

hree-dimensional (3D) imaging and display technology due
o high interest throughout the world.1–4 Among them, ho-
ographic technology has been particularly regarded as one
f the more promising and attractive approaches for creating
n authentic illusion of observing volumetric objects, be-
ause holographic technology can supply very high-quality
bject images and accurate depth cues viewed by the human
ye without any special observation devices.5–8

However, recording holograms of real 3D objects in the
sual optical holographic system demands wave interference
etween the two intense laser beams with a high degree of
oherence in a dark room. Therefore, this system must be

eceived Feb. 17, 2010; accepted for publication Aug. 16, 2010; published
nline Dec. 27, 2010.
062-3701/2011/55�1�/010506/15/$20.00.
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ept very stable since even very slight movement can destroy
he interference fringes, in which both intensity and phase
nformation of the 3D objects are contained. These require-

ents, together with the development and printing pro-
esses, have prevented conventional hologram recorders
rom becoming widely used in outdoor recording.

As a partial solution for these limitations of the conven-
ional holographic system, a new approach, to so-called
omputer-generated holograms (CGH), has been proposed.9

CGH is a digital hologram generated by computing the
nterference pattern produced by the object and the refer-
nce waves. Using this CGH pattern, an electroholographic
D display system can be constructed.

In this approach, a ray-tracing method was originally
mployed for calculating the contributions at the hologram
lane from each object point source. That is, an object image

o be generated could be approximated as a collection of
elf-luminous points of light, therefore the fringe patterns
or all object points are calculated with the ray-tracing

ethod and added up to obtain the whole interference pat-
ern of the object image.

This method can produce arbitrary 3D images includ-
ng image-plane holograms, in which images may lie in the
icinity of the hologram, so that it would be more suitable
or various display geometries. However, this approach in-
olves computational complexity, since it requires one-by-
ne calculation of the fringe pattern for each image point in
he hologram sample. Thus, real-time generation of the
GH pattern for a 3D image is not achievable.10

To overcome this problem, a look-up table (LUT)
ethod has been presented by Lucente.10 In this method, an

bject image to be generated is also approximated as a col-
ection of self-luminous points of light as in the case of the
ay-tracing method, but all fringe patterns corresponding to
oint source contributions from each of the possible loca-
ions in image volume are pre-calculated and stored in the
Jan.-Feb. 20111
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UT. Then, in the process of CGH generation, fringe pat-
erns for each point consisting of the object image can be
enerated just by accessing the corresponding ones from the
recalculated LUT, contrary to the ray-tracing method,
here fringe patterns for all object points are directly calcu-

ated on a one-by-one basis. Therefore, a great increase in
omputational speed can be obtained with this LUT
ethod. But the greatest drawback of this approach is the

normous memory size required by the LUT.11

Recently, a novel look-up table (N-LUT) method able to
ignificantly reduce the number of precalculated interference
atterns required for generation of digital holograms has
een proposed.12 In this N-LUT method, a 3D object is
pproximated as a set of discretely sliced image planes hav-
ng different depths, and only the fringe pattern of the object
oint centered on each image plane is precalculated, which is
alled here a principal fringe pattern (PFP). Fringe patterns
or other object points on that image plane can be obtained
y simply shifting this precalculated PFP to those points
epending on the location values displaced from the center.
hat is, in this method, only the PFPs for object points
entered on each image plane are precalculated and stored in
he N-LUT, so that the size of the N-LUT can be dramati-
ally reduced compared to the size of the conventional LUT
ethod.

On the other hand, ordinary 3D video images have nu-
erous similarities between sequential video frames, so that

he computation time to generate digital holograms for
hem can be effectively reduced by removal of redundant
ata just like in the case of the conventional 2D video

mages.12 This similarity between neighboring video frames
s called here a temporal redundancy. Thus, if we employ a
ideo compression technique in the hologram generation
rocess for the 3D video images, the volume of data to be
alculated can be dramatically decreased, and as a result,
alculation time for the 3D video holograms can also be
ignificantly reduced.

Moreover, a 3D image consists of depth and intensity
ata, contrary to the 2D image which has only intensity

nformation. As in the case of the 2D image, adjacent pixels
f a 3D image have very similar values of intensity and depth
nd some of them even have the exactly same values.13,14 In
ther words, a 3D image has a spatial redundancy in both

ntensity and depth data. This spatial redundancy can be
epresented with the run-length encoding (RLE) method,
hich has been used for data reduction of the conventional
D images. That is, by applying this conventional RLE
ethod to the 3D object, its spatially redundant intensity

nd depth data can be removed, which results in reduction
f the number of 3D image points to be involved in genera-
ion of the CGH pattern.15 In another words, the calculation
ime required for CGH generation of the 3D object can be
ramatically shortened.

As mentioned above, ordinary 3D moving pictures have
umerous similarities between video frames; the computa-

ion time to generate digital holograms from them can be

ffectively reduced by the removal of redundant image data i

. Imaging Sci. Technol. 010506-
ust as in the case of the conventional 2D video images. This
imilarity between neighboring video frames is called here
emporal redundancy. Moreover adjacent interframe pixels
f a 3D video image have very similar values of intensity and
epth and some of them even have the exactly same values.
n other words, a 3D video image has also spatial redun-
ancy in intensity and depth data. That is, 3D video images
ave spatially redundant and temporally redundant data.
hus, if we employ an image and video compression tech-
ique like MPEG for the generation of the 3D video holo-
rams, the volume of 3D video data to be calculated can be
ramatically decreased, and as a result, calculation time can
lso be significantly reduced.12,15

Accordingly, in this article, a new approach for efficient
eneration of video hologram for 3D video images by com-
ined use of DPCM (differential pulse code modulation) as
video compression technique, run-length encoding (RLE)
ethod as an image compression technique, and the novel

ook-up table (N-LUT) is proposed. In addition, some ex-
eriments with test 3D video images are carried out and the
esults are compared to those of the conventional methods
n terms of the number of the object points and computa-
ion time. To confirm the feasibility of the proposed method,
ome experiments with a 3D test object were carried out,
nd the results are compared to those of the conventional
ethods in terms of a computation speed and required
emory size.

EDUNDANT DATA IN 3D VIDEO OBJECT DATA
emporal Redundancy in 3D Video Image
wo-dimensional video is a collection of the 2D sequential

mages having only intensity data. In most 2D video images,
eighboring pictures differ very slightly from each other.
hey may contain some stationary areas that will not be
hanged at all between the consecutive video frames. In
ther words, there exist some similarities between the neigh-
oring frames called temporal redundancy of the video im-
ges, so that video data to be transmitted at each frame can
e significantly reduced by exploiting this temporal redun-
ancy. Now, the obvious conclusion is to cancel out the
ommon parts of the two consecutive video frames and
ransmit only the differences between each frame. Redun-
ancy removal between the video frames can be performed
ith a simple communication modulation scheme such as
ifferential pulse code modulation (DPCM). Accordingly, it

s clear that the number of the CGH patterns to be calcu-
ated for 2D video images can be greatly reduced using this
mage compression technique.12

Contrary to the 2D video case, 3D video is a collection
f sequential 3D images having depth data as well as inten-
ity. Just like the case of the 2D video images, neighboring
ictures in 3D video also differ slightly from each other, but

n the 3D video images, intensity and depth data are simul-
aneously changed. For example, Figure 1 shows the adjacent
our frames of 3D video images composed of a fixed house
nd a moving car. In these four frames, only the car is mov-

ng and the other parts of the image are not changed. Thus,

Jan.-Feb. 20112
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here exist slight changes in intensity and depth between the
onsecutive frames. In case of the 3D video images, temporal
edundancy in both of the intensity and depth images must
e considered for effective reduction of the 3D video data.
ow, redundant data between the 3D video frames can also
e removed by applying the DPCM technique to both the

ntensity and depth data. As a result, the calculation time for
eneration of the 3D video images can be dramatically
hortened by taking advantage of the temporally redundant
ata in 3D video image sequences.12

patial Redundancy of 3D Image
patial redundancy represents a statistical correlation be-
ween pixels within an image frame. Hence, it is also called
nterframe redundancy. It is well known that for most prop-
rly sampled TV (television) signals, the normalized
utocorrelation coefficients along a row (or a column) with a
ne-pixel shift is very close to the maximum value of unity.
hat is, intensity values of the pixels along a row (or a col-
mn) have a very high autocorrelation (close to the maxi-
um autocorrelation) with those of pixels along the same

ow (or the same column) but shifted by a pixel. This does
ot come as a surprise because most of the intensity values
ay change continuously from pixel to pixel within an im-

ge frame except for the edge region.13

This spatial redundancy has been used as a concept for
eduction of the amount of data to be sent in a conventional
ommunication system. One of the data reduction methods
ased on this spatial redundancy concept is the run-length
ncoding (RLE) method.14 RLE is a very simple form of data
ompression in which runs of data (that is, sequences in
hich the same data value occurs in many consecutive data

lements) are stored as a single data value and count, rather
han as the original run. This might be most useful for data
ets that may contain many such runs.

On the other hand, 3D images are composed both of
epth and intensity data, contrary to the 2D images, which
nly has intensity data. As in the case of the 2D image,
djacent pixels of a 3D image have very similar values of
ntensity and depth, so that a 3D image also has a spatial

igure 1. Adjacent four frames of a 3D video: �a�–�d� Intensity images,
e�–�h� Depth images. �a� Intensity of first frame. �b� Intensity of second
rame. �c� Intensity of third frame. �d� Intensity of fourth frame. �e� Depth of
rst frame. �f� Depth of second frame. �g� Depth of third frame. �h� Depth
f fourth frame
edundancy both in intensity and depth data. t

. Imaging Sci. Technol. 010506-
Here the spatial redundancy of a 3D image represents
he statistical correlation between the pixels within a 3D im-
ge frame. That is, intensity and depth values of the pixels
long a row (or a column) also have a very high autocorrela-
ion with those of pixels along the same row (or the same
olumn) just like the case of the 2D image.

patial Redundancy in Interframe of 3D Video Image
s mentioned above, 3D video is a collection of sequential
D images in which neighboring frames exhibit similarity.
herefore, the difference part could be extracted using the
PCM method between frames. At this time, the difference
art is a 3D statistical image. Thus spatially redundant data
ould be extracted from this difference part using the RLE
ethod. Therefore, if we use this temporally and spatially

edundant data of 3D video images, a 3D video hologram
ould be efficiently generated. Accordingly, in this article, an
fficient method for generating a video hologram using
patio-temporally redundant data in 3D video is proposed.

ONVENTIONAL APPROACHES FOR GENERATION
F CGHS
GH Generation using Ray-Tracing and LUT Methods
GH is a digital hologram generated by computing the in-

erference pattern produced by the 3D object and the refer-
nce waves. So far, ray-tracing and LUT methods have
ostly been used for generation of CGH patterns of the 3D

bject.
Basically, an object image to be generated can be ap-

roximated as a collection of self-luminous points of light,
o that in the ray-tracing method fringe patterns for all ob-
ect points are calculated by using the equations of optical
iffraction and interference which are added up to obtain

he whole interference pattern of an object image.
This method can produce arbitrary 3D images includ-

ng image-plane holograms, in which images might lie in the
icinity of the hologram, so that it is more suitable for vari-
us display geometries. However, it exhibits a computational
omplexity since one-by-one calculation of the fringe pat-
ern for each image point in the hologram sample is re-
uired in this approach. Thus, real-time generation of the
GH pattern for a 3D image may not be achievable.10

To overcome this problem, a look-up table (LUT)
ethod has been suggested by Lucente.10 In this method, an

bject image to be generated is also approximated as a col-
ection of self-luminous points of light as in the case of the
ay-tracing method, but all fringe patterns corresponding to
oint source contributions from each of the possible loca-
ions in image volume are precalculated and stored in the
UT. Then, in the process of CGH generation, fringe pat-
erns for each point consisting of the object image can be
enerated just by accessing the corresponding ones from the
recalculated LUT, contrary to the ray-tracing method where

ringe patterns for all object points are directly calculated on
one-by-one basis. Therefore, significant increase in com-

utational speed can be obtained with this LUT method, but
he method requires a massive memory space of for storing

11
he LUT fringe patterns of all possible object image points.

Jan.-Feb. 20113
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GH Generation using N-LUT Method
ecently, to alleviate this problem of the conventional LUT
ethod the N-LUT method was proposed.11 In this method,

he number of fringe patterns to be stored in the LUT can be
ramatically reduced by employing a new concept of the
rincipal fringe pattern (PFP). This strategy results in a vast
eduction of the required memory size of the LUT.

Geometry for calculating the Fresnel hologram of an
bject image is shown in Figure 2. Here, the location coor-
inate of the p-th object point is specified by �xp ,yp ,zp�, and
ach object point is assumed to have an associated real-
alued magnitude and phase, ap, �p, respectively. The CGH
attern is also assumed to be positioned at the plane z=0.11

Here we can treat a 3D object as a set of image planes
iscretely sliced along the z-direction, in which each image
lane with a fixed depth is approximated as a collection of
elf-luminous object points of light. In the N-LUT method,
nly the fringe patterns of the center points on each image
lane are precalculated, called principal fringe patterns
PFPs), and stored in the LUT. Therefore, the unit magni-
ude principal fringe pattern for the center object point
0 ,0 ,zp� on the image plane with a depth of zp, T�x ,y ;zp�
an be defined as Eq. (1).16

T�x,y ;zp� �
1

rp

cos�krp + kx sin �R + �p� . �1�

The wave number k is defined as k=2� /�, in which �
s the free-space wavelength of the light and �R mean the
ncident angle of the reference beam. Here, the oblique dis-
ance rp between the p-th object point of �xp ,yp ,zp� and the
oint on the hologram plane of �x ,y , 0� is given by Eq. (2).

rp = ��x − xp�2 + �y − yp�2 + zp
2. �2�

Then, the fringe patterns for other object points on each
mage plane can be obtained by simply shifting this
recalculated PFP according to the displaced location values

rom the center to those points and adding them together.
ringe patterns for all object points located on each image
lane can be generated by adding the shifted versions of the

Figure 2. Computational model for generation of Fresnel hologram.
FP. Therefore, the final CGH pattern for an object volume t

. Imaging Sci. Technol. 010506-
an be obtained by overlapping all PFPs generated on each
epth-dependent image plane. The CGH pattern for the ob-

ect I�x ,y� in the N-LUT method can be expressed in terms
f the shifted versions of precalculated PFPs of Eq. (1) as
hown in Eq. (3),

I�x,y� = �
p=1

N

apT�x − xp,y − yp ;zp� . �3�

Where N is the number of object points. Equation (3)
hows that the CGH pattern of an object can be obtained
ust by shifting the PFPs depending on the displaced values
f image points from the reference points on each image
lane and adding up all together. That is, in the conventional
UT method, the CGH pattern can be generated by multi-
lying the amplitudes of each object point to the corre-
ponding principal fringe pattern and adding them, whereas
n the N-LUT method, by multiplying the amplitudes of
ach object point to the corresponding PFPs precalculated
or each depth plane and shifting them depending on the
isplaced values of the object points in the x, y directions,
nd adding them together, the CGH pattern for the object
an finally be generated.

Here, the phase of the object point �p is set to zero for
ll points in this approach. This phase information of the
bject point is invisible to the viewer and important only in
he interactions among image points. If the discretization
tep of the object image is much larger than the spot size of
he display system, no overlap occurs between the image
oints. In this case, as with the holographic display, restrict-

ng the phase values of the object points to the specific val-
es does not limit the size, depth, or quality of the recon-
tructed object image. Therefore, the relative phases of the
bject points can arbitrarily be set to be zero.10

GH Generation using Temporal Redundancy and
-LUT Method (TR-N-LUT Method)
ecently, a fast generation method of CGH patterns for the
D video images by combined use of the DPCM (differential
ulse code modulation) as a video compression technique
nd the novel look-up table (N-LUT) has been proposed.12

asically, a 3D object image to be generated can be approxi-
ated as a collection of self-luminous points of light. Here,

he horizontal, vertical and depth location of an object point
s specified as xp, yp, and zp, respectively, and each point has
n associated real-valued magnitude and phase of ap, �p,
espectively. Thus, the complex amplitude On�x ,y� of nth
rame on the hologram plane can be obtained by superpo-
ition of the object wave fronts as shown in Eq. (4).

On�x,y� = �
p=1

Nn ap

rp

exp�j�krp + �p�� . �4�

Where Nn represent the number of object points of nth
rame and k means the wave number, defined as k=2� /�, in
hich � is the free-space wavelength of the light, and rp is

he same parameter defined in Eq. (2). It must be noted here

hat the factor exp�j�t� is not included explicitly in Eq. (4).

Jan.-Feb. 20114
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In this approach, the N-LUT method is used to calcu-
ate the hologram patterns.11 In the N-LUT method, only the
ringe patterns of the object points with unity magnitudes,
ocated at each center of the depth-dependent image planes
f the object, so-called principal fringe patterns (PFPs) are
tored, so that a unit magnitude PFP for the center object
oint �0 ,0 ,zp� on the image plane having a depth of zp,
�x ,y ;zp� can be given by Eq. (1) as mentioned above.

In this method, first, the CGH pattern for the first frame
f the 3D video images is generated with the N-LUT
ethod, and the calculated CGH pattern as well as the 3D

ata for the first frame is stored in the buffer. In the next
tep, the difference in 3D data between the first and second
rames is extracted, and the CGH pattern for the changed
art of the first frame is generated and is subtracted from the
GH pattern of the first frame stored in the CGH pattern
uffer. Subsequently, the CGH pattern for the changed part
f the second frame is generated and added to the subtracted
GH. That is, the CGH pattern of the second frame can be
enerated by subtracting the CGH pattern for the vanished
art of the first frame from the CGH pattern of the first

rame and adding the CGH pattern for the new part of the
econd frame to the CGH pattern of the first frame as shown
n Eq. (5).

In�x,y� = In−1�x,y� − �
p=1

Nd

apn−1
Un−1�x − xp,y − yp ;zp�

+ �
p=1

Nd

apn
Un�x − xp,y − yp ;zp� �5�

where In is the CGH pattern for the nth frame, Nd is the
umber of different image points in 3D data between the
th frame and the �n−1�th frame. Moreover, Un�x ,y ;zp�
eans the PFPs of the nth frame as shown in Eq. (6).

Un�x,y ;zp� = �T�x,y ;zp� for changed part

0 for unchanged part
	 . �6�

Then, the calculated CGH pattern of the second frame

n�x ,y� is moved to the CGH video output as well as stored
n the previous frame buffer of the CGH. These processes

Figure 3. Block diagram of the proposed meth
ay be repeated for all of the video frames. e

. Imaging Sci. Technol. 010506-
GH Generation using Spatial Redundancy and N-LUT
ethod (SR-N-LUT Method)

ecently, a method for fast generation of CGH patterns for
D images by combined use of RLE (run-length encoding)
s an image compression technique and the novel look-up
able (N-LUT) is proposed.15 In this method, spatially re-
undant data of a 3D image is analyzed using the RLE
ethod and the data are re-grouped into the N-point re-

undancy map according to the number of the neighboring
bject points having the same 3D value. N-point PFPs cor-
esponding to the N-point redundancy maps are calculated
y shifting and adding the one-point PFP of the conven-
ional N-LUT. Finally, the CGH pattern of the 3D object is
alculated with these precalculated N-point PFPs.

Here, the one-point PFP is defined as Eq. (1) men-
ioned above in the conventional N-LUT.11 And, the two-
oint PFP for two adjacent object points with unit magni-

ude and depth zp can be expressed by Eq. (7).

T2�x,y,zp� � T�x,y ;zp� + T�x − d,y ;zp� , �7�

here d is the discretization step separating adjacent
oints.11 Likewise the N-point PFP for N adjacent object
oints with unity magnitude and depth of zp, Tn�x ,y ;zp� can
e generally expressed by Eq. (8).

Tn�x,y ;zp� � �
k=1

n

T�x − �k − 1�d,y ;zp� . �8�

Therefore, N adjacent object points can be displayed
sing the spatial redundancy map and the N-point PFP.
hat is, for the case of N adjacent object points having the

ame intensity and depth values, N calculation processes are
eeded in the conventional N-LUT method, whereas in this
ethod only one calculation process is needed. Therefore,

he calculation time for generation of the CGH pattern of
he 3D object can be significantly reduced.

ROPOSED METHOD
igure 3 shows an overall block-diagram of the proposed
ethod to generate digital video holograms for the 3D mov-

ng pictures using spatio-temporal redundant data. The pro-
osed method is largely consisted of four steps. First, inten-
ity and depth data of the current frame of the 3D video are

eneration of video hologram for the 3D video
xtracted and compared with those of the previous frame

Jan.-Feb. 20115
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sing DPCM method. Second, in case the difference of in-
ensity and depth data between these two consecutive video
rames is larger than 50%, spatially redundant components
f the intensity and depth data in current frame are analyzed
y the RLE method, and they are regrouped into the
-point redundancy map according to the number of the
eighboring object points having the same 3D value. Third,

he CGH pattern for the current video frame is calculated
ith precalculated N-point PFPs. Lastly, the calculated CGH
attern is transmitted to the CGH video output, as well as
tored in the previous frame buffer of the CGH. On the
ontrary, in case the difference between two frames is smaller
han 50%, spatially redundant components of the intensity
nd depth data in the previous and the current frame cor-
esponding to the extracted temporal redundancy map are
nalyzed using the RLE method, and they are regrouped into
he N-point redundancy map according to the number of
he neighboring object points having the same 3D value.
fter that, the CGH pattern for the previous frame is sub-

racted from that of the current frame and the result is
dded to the CGH pattern of the previous frame. Finally, the
alculated CGH pattern is transmitted to the CGH video
utput as well as stored in the previous frame buffer of the
GH.

omputation of 3D Video Holograms using
patio-temporally Redundant Data and N-LUT Method
asically, a 3D object image to be generated can be approxi-
ated as a collection of self-luminous points of light. Here,

he horizontal, vertical, and depth location of an object point
s specified as xp, yp, and zp, respectively, and each point has
n associated real-valued magnitude and phase, ap, �p, re-
pectively. Thus, the complex amplitude On�x ,y� of nth
rame on the hologram plane can be given by Eq. (4) above.

In this paper, the TR-N-LUT method is used to calcu-
ate the hologram patterns between frames of 3D video.12 In
his method, temporally redundant data of 3D video image
s analyzed using the DPCM method. The SR-N-LUT

ethod is used to calculate the hologram patterns for these
xtracted temporal redundant data.15 In this method, spa-
ially redundant data of the 3D image are analyzed by using
he RLE method and they are re-grouped into the N-point
edundancy map according to the number of the neighbor-
ng object points having the same 3D value. N-point PFPs
orresponding to the N-point redundancy maps can be gen-
rated by Eq. (8).

In the proposed method, first, the CGH pattern for the
rst frame of the 3D video images is generated with the
R-N-LUT method because all points of first frame are
hanging parts, and the calculated CGH pattern, as well as
D data of the first frame, are stored in the buffer. In the
ext step, the difference in 3D data between the first and
econd frames is extracted, and the CGH pattern for the
hanged part of the first frame is generated using SR-N-LUT
ethod, and it is subtracted from the CGH pattern of the

rst frame stored in the CGH pattern buffer. Subsequently,
he CGH pattern for the changed part of the second frame is

enerated using SR-N-LUT method and added to the sub- d

. Imaging Sci. Technol. 010506-
racted CGH. That is, the CGH pattern of the second frame
an be generated by subtracting the CGH pattern for the
anished part of the first frame from the CGH pattern of the
rst frame and adding the CGH pattern for the new part of

he second frame to the CGH pattern of the first frame as
hown in Eq. (5). Moreover, Un�x ,y ;zp� means the N-point
FPs of the nth frame as shown in Eq. (6). Then, the calcu-

ated CGH pattern of the second frame I2�x ,y� is moved to
he CGH video output as well as stored in the previous
rame buffer of the CGH. These processes may be repeated
or all of the video frames.

In this article, five types of 3D video images are used
o confirm the proposed method for various cases. Each
D video has a 50 frame images that are computationally
enerated, and each frame has a resolution of
40�480�256 pixels. These 3D video images show the
equential front views of a 3D scene with a tank moving in
ront of a fixed house. Figure 4 shows five frames of the
ntensity and depth images of the each test 3D videos. In this
aper, each of the 3D videos is designated “Scene I” to
Scene V,” respectively. In Scene I, the front tank is moving
rom right to left as shown in Fig. 4(a). In Scene II, the front
ank is moving forward from the rear as shown in Fig. 4(b).
n “Scene III,” the front tank is moving from front to back
s shown in Fig. 4(c). In “Scene IV,” the front tank is rotat-
ng as shown in Fig. 4(d). In “Scene V,” the front tank is

oving from right to left as shown in Fig. 4(e). In Figs.
(a)–4(d) the camera is fixed but in Fig. 4(e) the camera is
anning from left to right.

Some of the parts changing between the previous and
urrent frames in intensity and depth data are shown in
igure 5. As can be seen, Figs. 5(a)–5(d) includes only some
ank parts from the 3D image because only tank parts are
hanging. Fig. 5(e) shows big differences in the 3D scenes
ecause the camera is moved rapidly in the horizontal direc-
ion; thus all parts of the scene are changing.

Figure 6 shows the selected spatial redundancy maps
xtracted from horizontal scanning of the first frame and the
hanging part of the test 3D video of Figs. 4 and 5 using the
LE method. It is noted that both horizontal and vertical

canning methods can be used for extraction of spatial re-
undancy maps from the test 3D object, but here in Fig. 6

he horizontal scanning method is optionally shown. In the
xtracted redundancy maps, the red color means that there
re no adjacent object points having the same intensity and
epth values, while the green and blue colors mean that two
r three adjacent object-points, respectively, have the same

ntensity and depth values. In addition, the white color
eans the object points correspond to the “don’t care con-

ition.” Using this spatial redundancy map, CGH patterns
an be also generated.

econstruction of 3D Video Holograms
ere in this article CGH patterns with 1600�1600 pixels

re generated using the intensity and depth data of the test
D videos of Fig. 4. Each pixel size of the CGH pattern is
iven by 10�10 �m2. Moreover, the horizontal and vertical

iscretization step is set to be 30 �m. Therefore, the

Jan.-Feb. 20116
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Figure 4. Fig. 4 Five frames of the intensity and depth images of the test 3D videos �a� Scene I �b� Scene II

�c� Scene III �d� Scene IV �e� Scene V.

. Imaging Sci. Technol. Jan.-Feb. 2011010506-7
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mount of the pixel shift in this method is given by 3 pixels.
o fully display the fringe patterns for the first and end

mage points located on each image plane, the PFP must be
hifted by 500�3 pixels=1500 pixels horizontally and
00�3 pixels=1200 pixels vertically. Thus, the total reso-

ution of the PFP should become to be 3100�1600+1500�
2800�1600+1200� pixels.

These CGH patterns are digitally reconstructed, and
hese five sets of results are shown in Figure 7. As can be
een in Fig. 7, in all cases object images are found to be
uccessfully reconstructed.

umber of Objects Points and Calculation Time for
ach Method
igure 8 shows the number of the calculated object points in
eneration of CGH patterns for each method. Figures 9 and
0 also show the comparison results for the calculation times
eeded for one object frame and one object point. Table I
hows the number of calculated object points, calculation
ime for one frame, calculation time for one point, and total

emory size required for each method. In the experiment, a
C system with an Intel CoreTM2 Quad operating at 2.5
Hz, a main memory of 4 GB and an operating system of
icrosoft Windows XP as well as MATLAB 2009 are used.

As we can see in Table I, the average original numbers
f calculated object points for each scene are
0 579,88 851,89 841,88 517,60 068, respectively. In Scene
, average calculated object points can be reduced by 15.6%
sing the conventional TR-NLUT method. By applying the
roposed method, average number of calculated object
oints can be reduced by 12.4% and 11.5% for horizontal
canning and 12.9% and 12.2% for vertical scanning. That
s, in Scene I horizontal scanning is more efficient than ver-
ical scanning. In Scene II, average calculated object points

Figure 5. Changed parts of the intensity and depth
�a� Scene I �b� Scene II �c� Scene III �d� Scene IV �
T

. Imaging Sci. Technol. 010506-
an be reduced by 14.7% using the conventional TR-NLUT
ethod. By applying the proposed method, the average

umber of calculated object points can be reduced by 11.6%
nd 10.6% for horizontal scanning and 12.2% and 11.4% for
ertical scanning. That is, in Scene II horizontal scanning is
ore efficient than vertical scanning. In Scene III, average

alculated object points can be reduced by 16.3% using the
onventional TR-NLUT method. By applying the proposed
ethod, the average number of calculated object points can

e reduced by 12.5% and 11.4% for horizontal scanning and
3.4% and 12.6% for vertical scanning. That is, in Scene III
orizontal scanning is more efficient than vertical scanning.
n Scene IV, average calculated object points can be reduced
y 18.8% using the conventional TR-NLUT method. By ap-
lying the proposed method, the average number of calcu-

ated object points can be reduced by 13.8% and 12.2% for
orizontal scanning and 14.5% and 13.2% for vertical scan-
ing. That is, in Scene IV horizontal scanning is more effi-
ient than vertical scanning. In Scene V, the difference be-
ween most frames is greater than 50%. Therefore, if the
ifference between frames is larger than 50%, we use the
onventional method to generate the CGH pattern. That is,
he number of object points to be calculated in the proposed

ethod is exactly the same as with the conventional N-LUT
ethod. But, the difference of some frames is smaller than

0%, where we use the proposed method to generate the
GH pattern for these frames. Therefore, the average calcu-

ated object points can be reduced by 91.8% using the con-
entional TR-NLUT method. And by applying the proposed
ethod, the average number of calculated object points can

e reduced by 67.5% and 58.2% for horizontal scanning and
4.5% and 55.2% for vertical scanning. That is, in Scene V
ertical scanning is more efficient than horizontal scanning.

etween the previous and current 3D video frames
e V.
data b
e� Scen
hese results reveal that the average number of object points

Jan.-Feb. 20118
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o be calculated in these methods can be significantly re-
uced compared to the conventional N-LUT and TR-N-LUT
ethod.

Average calculation times for one object point for hori-
ontal scanning in Scene I are estimated to be 7.517, 1.167,
.929, and 0.859 ms, respectively. That is, average calculation
imes are reduced by 15.5%, 12.4%, and 11.4% using the
roposed method, respectively. For vertical scanning, average
alculation times for one object point are estimated to be
.971 and 0.912 ms, respectively. Thus, average calculation
imes are reduced by 12.9% and 12.1% using the proposed

ethod, respectively. For Scene II, average calculation times
or one object point for horizontal scanning are estimated to

Figure 6. Three-point spatial redundancy maps e
changing part of test 3D video �a� Scene I, �b� Sc
e 7.517, 1.106, 0.869, and 0.799 ms, respectively. That is, r

. Imaging Sci. Technol. 010506-
verage calculation times are reduced by 14.7%, 11.6%, and
0.6%, respectively, using the proposed method. For vertical
canning, average calculation times for one object point are
stimated to be 0.916 and 0.858 ms, respectively. Thus, av-
rage calculation times are reduced by 12.2% and 11.4%,
espectively, using the proposed method. For Scene III, av-
rage calculation times for one object point for horizontal
canning are estimated to be 7.517, 1.224, 0.940, and 0.854

s, respectively. That is, average calculation times are re-
uced by 16.3%, 12.5%, and 11.4%, respectively, using the
roposed method. For vertical scanning, average calculation
imes for one object point are estimated to be 1.008 and
.943 ms, respectively. Thus, average calculation times are

from horizontal scanning of the first frame and
c� Scene III, �d� Scene IV, �e� Scene V.
xtracted
educed by 13.4% and 12.6%, respectively, using the pro-

Jan.-Feb. 20119
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Figure 7. Computationally reconstructed video images for each method �a� Scene I, �b� Scene II, �c� Scene
III, �d� Scene IV, �e� Scene V.
. Imaging Sci. Technol. Jan.-Feb. 2011010506-10
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osed method. For Scene IV, average calculation times for
ne object point for horizontal scanning are estimated to be
.517, 1.409, 1.033, and 0.918 ms, respectively. That is, aver-
ge calculation times are reduced by 18.7%, 13.7%, and
2.2%, respectively, using the proposed method. For vertical
canning, average calculation times for one object point are

Figure 8. Comparison results of each method
stimated to be 1.093 and 0.994 ms, respectively. Thus, av- p

. Imaging Sci. Technol. 010506-1
rage calculation times are reduced by 14.5% and 13.2%,
espectively, using the proposed method. For Scene V, aver-
ge calculation times for one object point for horizontal
canning are estimated to be 7.517, 6.910, 5.077, and 4.371

s, respectively. That is, average calculation times are re-
uced by 91.9%, 67.5%, and 58.1%, respectively, using the

of the number of the calculated object points
in terms
roposed method. For vertical scanning, average calculation

Jan.-Feb. 20111
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imes for one object point are estimated to be 4.851 and
.146 ms, respectively. Thus, average calculation times are
educed by 64.5% and 55.2%, respectively, using the pro-
osed method. That is, the calculation time is reduced for
cene V in spite of the camera moving rapidly. These results

Figure 9. Comparison results of each meth
lso show that the average calculation times for one object q

. Imaging Sci. Technol. 010506-1
oint in these methods can be considerably reduced com-
ared to the conventional N-LUT and TR-N-LUT method.

Accordingly, we conclude here that for the normal 3D
ideo cases involving a slow image change, the number of
bject points to be calculated and the calculation time re-

rms of the calculation times for one frame.
od in te
uired for generation of 3D hologram patterns can be sig-

Jan.-Feb. 20112
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Figure 10. Comparison results of each method in terms of the calculation times for one point.
. Imaging Sci. Technol. Jan.-Feb. 2011010506-13
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ificantly reduced by combined use of temporally redundant
ata and spatially redundant data of 3D video, and N-LUT

echniques. It can be also concluded here that for the special
D video cases having a fast image change, the number of
bject points to be calculated and the calculation time re-
uired for generation of 3D hologram patterns can be sig-
ificantly reduced by combined use of temporally redundant
ata and spatially redundant data of 3D video and N-LUT

echniques.

ONCLUSIONS
n this article, a new method for fast computation of CGH
atterns for 3D video images has been proposed using tem-

Table I. Calculated point, calculation time for 1-fr

Average number of calculated point Scene

Scene

Scene

Scene

Scene

Scene

Scene

Scene

Scene

Scene

Average computation time for one frame �s� Scene

Scene

Scene

Scene

Scene

Scene

Scene

Scene

Scene

Scene

Average computation time for one object point �ms� Scene

Scene

Scene

Scene

Scene

Scene

Scene

Scene

Scene

Scene
. Imaging Sci. Technol. 010506-1
orally redundant data in interframe of 3D video images,
patially redundant data in intraframe of 3D video images
nd N-LUT techniques. By using the DPCM algorithm, tem-
orally redundant interframe data in the 3D video images
ere removed; using the RLE algorithm spatially redundant

ntraframe data in the 3D video images were removed. Then
GH patterns for these compressed video images were gen-

rated with the N-LUT technique. Good experimental re-
ults with 3D test moving pictures finally confirmed the fea-
ibility of the proposed method for fast generation of CGH
atterns for 3D videos.
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ulation time for 1-point and total memory size for each method

Conventional method Proposed method

N-LUT TR-N-LUT Two-point Three-point

90579�100%� 14100�15.6%� 11211�12.4%� 10372�11.5%�

11718�12.9%� 11024�12.2%�

88851�100%� 13096�14.7%� 10279�11.6%� 9456�10.6%�

10837�12.2%� 10168�11.4%�

89841�100%� 14649�16.3%� 11244�12.5%� 10219�11.4%�

12055�13.4%� 11298�12.6%�

88517�100%� 16598�18.8%� 12173�13.8%� 10815�12.2%�

12876�14.5%� 11726�13.2%�

60068�100%� 55172�91.8%� 40571�67.5%� 34953�58.2%�

38760�64.5%� 33171�55.2%�

680.878�100%� 106.04�15.6%� 84.316�12.4%� 77.975�11.5%�

88.099�12.9%� 82.745�12.2%�

667.883�100%� 98.492�14.7%� 77.307�11.6%� 71.088�10.6%�

81.472�12.2%� 76.319�11.4%�

675.330�100%� 110.168�16.3%� 84.56�12.5%� 76.826�11.4%�

90.627�13.4%� 84.806�12.6%�

665.367�100%� 124.788�18.8%� 91.52�13.8%� 81.298�12.2%�

96.79�14.5%� 88.013�13.2%�

451.531�100%� 414.877�91.9%� 305.082�67.6%� 262.732�58.2%�

291.328�64.5%� 249.055�55.2%�

7.517�100%� 1.167�15.5%� 0.929�12.4%� 0.859�11.4%�

0.971�12.9%� 0.912�12.1%�

7.517�100%� 1.106�14.7%� 0.869�11.6%� 0.799�10.6%�

0.916�12.2%� 0.858�11.4%�

7.517�100%� 1.224�16.3%� 0.940�12.5%� 0.854�11.4%�

1.008�13.4%� 0.943�12.6%�

7.517�100%� 1.409�18.7%� 1.033�13.7%� 0.918�12.2%�

1.093�14.5%� 0.994�13.2%�

7.517�100%� 6.910�91.9%� 5.077�67.5%� 4.371�58.1%�

4.851�64.5%� 4.146�55.2%�
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