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bstract. In this research, we develop a practical lighting reproduc-
ion technique to reproduce the appearance of a face under an ar-
itrary lighting condition in a facial live video with rigid facial motion.
he reproduced facial image has texture detail and novel shading by
ombining image-based components and model-based compo-
ents. Our technique is practical because it requires using only po-

arizing filters with the conventional green screen matting
echnique. © 2011 Society for Imaging Science and Technology.
DOI: 10.2352/J.ImagingSci.Technol.2011.55.1.010503�

NTRODUCTION
ighting reproduction is a very important technique used in
arious areas. For example, in the film industry, lighting re-
roduction techniques have been used to reproduce an ac-

or’s appearance in various lighting conditions. Debevec et
l.1 presented a technique for reproducing a static facial im-
ge under varying lighting conditions. Wenger et al.2 pre-
ented a lighting reproduction technique for actors in a per-
ormance. The lighting reproduction can be used as a live
imulator of a person applying cosmetics in a store by re-
roducing the facial appearance under a particular lighting
ondition. If we can apply the lighting reproduction for cos-
etic simulators, we can simulate the appearance of the face

f the person wearing the cosmetics under various lighting
onditions. However, these lighting reproduction techniques
equire a large apparatus, such as a once-subdivided icosa-
edron of more than 1.5 m in diameter.1,2 A large apparatus

s inappropriate for the cosmetic simulator because the
imulator is usually used in a small space, such as at a store
ounter.

In this article, we develop a real-time lighting reproduc-
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. Imaging Sci. Technol. 010503-
ion technique with a small apparatus. The apparatus re-
uires only adding polarizing filters to the conventional
hroma-key technique. Our technique reproduces the ap-
earance of a face in a facial live video with rigid facial
otion in real time under an arbitrary environmental light-

ng condition. We use both image-based components (cap-
ured live video image) and model-based components
three-dimensional shape, surface normals and the bidirec-
ional reflectance distribution function (BRDF)] instead of a
arge apparatus. By combining the image-based components
nd model-based components, we can reproduce the facial
ppearance realistically in the live video stream. The repro-
uced facial image has the detail texture from the image-
ased components and the shading of the novel lighting

rom the model-based components.
In the next section, we briefly review related work in the

rea of facial relighting and real-time processing. We then
ropose a computational lighting reproduction system for

acial live video. The geometry of this system, the computa-
ional shading and surface reflection, the environmental

apping techniques and the face-tracking technique are de-
cribed in detail. Then we show how our method can cap-
ure the background scene and the sphere map of the video
tream, and how we obtain the light sources existing in the
ackground scene. Finally we show the results of our system,
nd demonstrate its effectiveness.

ELATED WORK
revious related work exists in two categories: facial relight-

ng and real-time processing systems. Numerous approaches
ave been proposed for these categories, but an exhaustive
urvey is beyond the scope of this article. However, we
riefly review some representative studies that provide the
ecessary background for our contribution.

In facial relighting, the parametric approach (model-
ased approach) is based on capturing the geometry of the

uman face and calculating the BRDF at each point on the
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eometry. Guenter et al.3 used six camera views and recon-
tructed the geometry based on the dot correspondence on
he face, and created texture maps for every frame of anima-
ion. Pighin et al.4 resynthesized facial animation through
hree-dimensional (3D) model-based tracking and per-
ormed facial relighting. Marschner et al.5 used a range scan-
er to capture the geometry, and captured the spatially vary-

ng albedo texture using polarizing filters in front of the
amera and lights to avoid surface reflection. We used a
imilar technique to capture only the diffuse reflectance
ideo. In the work of Marschner and Greenberg,6 a uniform
RDF of surface reflection was assigned on each vertex of

he geometry.
Recently, capturing the appearance with high

esolution7 and high accuracy8 has been achieved for realistic
acial synthesis. Haro et al.9 proposed a fine-scale human
kin structure by synthesizing the normal map of skin using
texture synthesizing technique to reproduce the detail tex-

ure. However, this kind of detail geometry is very difficult to
andle in video processing. The detail texture is effectively
xpressed by a ratio image. Marschner and Greenberg6 pro-
osed using the ratio image for relighting. The ratio image is
alculated as the ratio between the reference images with and
ithout detail, and it is applied to another image without
etail to add the detail texture. Liu et al.10 proposed using

he ratio image for expression synthesis. Paris et al.11 used
he ratio image to reproduce the detail texture of skin. In
his article, we use a similar technique to replace the low
patial frequency component of the current shading image
ith that of the target shading image by keeping the detail

exture of shading. It should be noted that our processes are
nly applied to the shading component in this article. This is

mportant in order to keep the reality of the skin appearance
n image-based processing.

A nonparametric approach (image-based approach) is
ssentially based on many images taken under various direc-
ional lights. Realistic human faces can be obtained by this
pproach without geometry. Debevec et al.1 proposed a
ighting system for various directional lights (Light Stage)
nd saved the images as relightable three-dimensional (3D)
ace models. Hawkins et al.12 extended the technique for
ariations in lighting for facial expressions. Wenger et al.2

chieved a relightable 3D face video by using very high speed
ameras to capture many images under various directional
ights in 1/30 s. Einarsson et al.13 extended this to record
uman locomotion. Borshukov and Lewis14 combined an

mage-based model, an analytic surface BRDF, and an
mage-space approximation for subsurface scattering to cre-
te highly realistic face models for the movie industry. Peers
t al.15 transferred reproduced facial appearances to another
ubject. These techniques are used in the film industry for
ostproduction to create realistic compositions between the
uman face and environmental illuminants. However, these

echniques cannot be used for live video. Debevec et al.16

chieved live-action composition between an on-site human
nd a stream of environmental maps with a special lighting

pparatus (Light Stage 3). This technique will be used effec- t

. Imaging Sci. Technol. 010503-
ively in the film industry to enable an actor to perform in a
reviously captured environment while checking the repro-
uction in real time. However, a special apparatus is re-
uired to light the face directly. In this article, we instead use
computational lighting approach.

In the real-time processing system for a live video
tream, numerous approaches and applications have been
roposed [for example, see Open Source Computer Vision
ibrary (OpenCV library) by the Intel corporation17]. We

ocus here on reviewing some recent work. As described
bove, Debevec et al.16 achieved live-action composition be-
ween a human on-site and a stream of environmental maps.

atusik and Pfister18 built a scalable system for real-time
cquisition, transmission, and display of 3D scenes. With the
ecent development of programmable graphics hardware, it
s becoming more effective for real-time processing to pro-
ess a video stream on graphics hardware. Tsumura et al.19

uilt the system and process to control the skin melanin
exture for a facial live stream as an e-cosmetic function.
hey processed the pyramid decomposition and composi-

ion in programmable graphics hardware. In this article, we
lso use graphics hardware to accelerate the process of analy-
is for the facial live stream.

OMPUTATIONAL LIGHTING REPRODUCTION
YSTEM
n this section, we describe the computational lighting re-
roduction system for the facial live video and how we re-
roduce the appearance of the face in live video under arbi-
rary lighting conditions. Figure 1 shows the flow of the
rocess of computational lighting reproduction. It is per-

ormed by combining image-based components and model-
ased components. Image-based components are the origi-
al facial shading and color components of the facial live
ideo stream. Model-based components are the shading and
urface reflection calculated with the premeasured physical
arameters of the face. The face is captured with the video
amera, and the camera and light sources are equipped with
olarizing filters. Polarizing filters are used to remove the
urface reflection. The obtained live video stream expresses
he diffuse reflection component of the facial image. This
nput facial live video is separated into melanin, hemoglobin
nd shading components by the technique of Tsumura et
l.20 The image-based shading component is combined with
he model-based shading component. For position matching
etween the image-based and model-based components, we
rack the rigid facial movement and estimate the facial rota-
ion angle and translation distance.21 The computational
ighting reproduction is performed by combining the mela-
in and hemoglobin, combined shading, and model-based
urface reflection.

eometry of the System
he computational lighting reproduction system is shown in
igure 2. The subject sits in a chair in front of the green
creen used for matting. One video camera views the face
rom a distance of approximately one meter, and the cap-

ured facial live video stream is used as input images. This

Jan.-Feb. 20112
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ystem has three light sources for illuminating the face. For
emoving the surface reflection, polarizing filters are at-
ached in front of the light sources and the camera. This
ystem can render the shading and surface reflection com-
onents from the face model and composite them into the
iffuse reflection image of the face. This layout is easy to
arry and set up. It is thought that this system is practical
ompared to previous systems.16,22,23

remeasurement
or our facial lighting reproduction, we need to obtain the

Figure 1. Flow of computational lighting reproduction.

igure 2. Geometry of our computational lighting reproduction system.
he subject is illuminated by three light sources and captured by the video
amera. Polarizing filters are attached in front of the light sources and the
amera for removing the surface reflection on the face. The green screen
s used for matting. The captured facial video stream is used as input
mages for the computational lighting reproduction process.
D shape, facial normal, and BRDF of the subject by s

. Imaging Sci. Technol. 010503-
remeasurement. Especially, BRDF measurement needs a
arge or special measurement apparatus, such as those used
n previous techniques.1,2 In this article, we use the measure-

ent method of combining 3D positions and normals24 for
btaining the 3D shape and normals, and the measurement
ethod with linear light sources25 for obtaining the BRDF.
his BRDF measurement method can estimate BRDF pa-

ameters with a small apparatus. In our other research, we
onstructed a small measurement system for all facial physi-
al parameters.26

The premeasurement is needed only once per person
efore using the reproduction system. Therefore, the
remeasurement system does not interfere with the practi-
ality of our proposed technique.

omputational Shading Reproduction
he shading component of the reproduced facial appearance

s calculated by combining the image-based and model-
ased shading components. First, we describe the image-
ased processing for extracting the shading component from
he facial live video. We separate the input facial live video
tream into the color and shading components by using a
uman skin color separation technique.20 This technique ex-
racts the melanin, hemoglobin, and shading components
rom a single diffuse reflection image. This separation is
efined as follows:

clog�x,y� = − �m�x,y��m − �h�x,y��h + plog�x,y�1 + elog,

�1�

here clog�x ,y� is the logarithm vector of the sensor re-
ponse from the video camera; �m, �h, �m, �h are the mela-
in and hemoglobin vectors and their densities, respectively;
and plog�x ,y� are the shading vector of (1, 1, 1) and the

ogarithm of the shading intensity, respectively; and elog is
he logarithm vector of the bias color. Equation (1) shows
hat the captured signals can be represented by the weighted
inear combination of the melanin, hemoglobin and shading
ectors with the bias vector. Since plog�x ,y� in Eq. (1) is
ogarithmic, the exponential of plog�x ,y�,

pin�x,y� = exp�plog�x,y�� , �2�

s the image-based shading component that is changed to a
ovel shading component.

Next, we describe the method of combining the image-
ased and model-based shading components. The model-
ased shading component pmodel�x ,y� expresses the shading
nder novel illuminants, which are explained in the next
aragraph. However, pmodel�x ,y� is lacking in high spatial

requency components compared to image-based shading

in�x ,y�, because the fine structure of the skin is lost in the
hape model of the face. Therefore, we propose a reproduc-
ion technique that combines the high spatial frequency
omponents of pin�x ,y� and the low spatial frequency com-
onents of pmodel�x ,y�. This technique has the advantages of
oth pin�x ,y� and pmodel�x ,y�. Moreover, this technique is

6,9
imilar to other techniques that combine the base and de-

Jan.-Feb. 20113
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ail of the target object for reproducing a realistic image. The
ombined computational shading pout�x ,y� is calculated as
ollows:

pout�x,y� =
pin�x,y�

pin� �x,y�
pmodel�x,y� , �3�

here pin� �x ,y� is the blurred shading component produced
y applying a Gaussian blur filter to pin�x ,y�. The blurred
hading component pin� �x ,y� indicates the image-based
hading component without high spatial frequency compo-
ents. The division of pin�x ,y� and pin� �x ,y� gives the ratio of
igh and low spatial frequency components in the image-
ased shading. By multiplying this ratio by pmodel�x ,y�, we
an obtain the model-based shading with the high spatial
requency components. The combined computational shad-
ng pout�x ,y� is used in Eq. (1) based on Eq. (2) to obtain the
acial diffuse reflection image cout�x ,y� under novel light
ources.

Next, we describe the model-based processing for calcu-
ating the shading component on the face model. Here,

model�x ,y� is calculated with light source vectors

k�k=1. . .N�, power of each light source gk and facial normal
ector n�x ,y�. We approximate the lighting environment
ith N point light sources, since it is a high-cost computa-

ion to calculate the shading directly from the entire envi-
onmental map. The detail of this approximation is de-
cribed in the next section. The equation for the calculation
s as follows:

pmodel�x,y� = �
k=1

N

gkdk�x,y� , �4�

here

dk�x,y� = �lk · n�x,y�if lk · n�x,y� � 0

0 else
� .

The model-based component pmodel�x ,y� can be set ac-
ording to the variation of li and gk in the environmental
ap.

omputational Surface Reflection Reproduction
he surface reflection s�x ,y� caused by N point light sources

s reproduced with the premeasured facial BRDF model. The
orrance-Sparrow model27 is used as the BRDF model in
his article. The equation for the surface reflection is as
ollows:

s�x,y� = �
k=1

N

hkf�lk,n�x,y�,r�x,y�,q�x,y�� , �5�

here f�lk ,n�x ,y� , r�x ,y� ,q�x ,y�� and hk are the reflectance
unction of the Torrance-Sparrow model and the color vec-
or of the light source power, respectively. The parameters
�x ,y� and q�x ,y� are the surface reflectance and shininess,

espectively, in the Torrance-Sparrow model. �

. Imaging Sci. Technol. 010503-
acial Appearance Reproduction
he facial appearance under an arbitrary lighting condition
an be reproduced with cout�x ,y� and s�x ,y�. The repro-
uced facial appearance v�x ,y� is calculated as the weighted
um of these components, as follows:

v�x,y� = wshadecout�x,y� + wsurfs�x,y� , �6�

here wshade and wsurf are the weights of the shading and
urface reflection, respectively. These weights are used for
djusting v�x ,y�, since v�x ,y� is changed by the characteris-
ics of the display device. We also use these weights for en-
ancing the appearance of the reproduced face.

There are two important processes necessary to achieve
he realistic reproduction of the facial appearance. One is the
ighting reproduction of the eyes. Since the subject closes his
r her eyes during the premeasurement, we cannot obtain
he physical parameters of the eyes. The other is smoothing
he boundaries between the image-based and model-based
omponents.

We modeled the appearance of the eyes by using two
phere models. The positions of the spheres are arranged
ased on the information of face tracking, and the surface
eflection of the eyes is calculated with the normals of these
pheres based on the environmental mapping technique.
he intensity of environmental mapping is reproduced with

he sphere environmental mapping technique.28 As de-
cribed in the next section, the video of this environmental

ap is captured under the lighting condition, which is re-
uired for reproduction. The size and BRDF of the spheres
re decided empirically. The reproduced appearance is ren-
ered at the eye region of the face while the subject has his
r her eyes open.

The boundaries between the image-based and model-
ased components are smoothly connected by alpha blend-

ng. The face region is defined with the melanin and hemo-
lobin components.19,20 We applied the blur filter to the face
egions for a smooth connection between the face region
nd other regions, and we set the value of the blurred face
egion to the value of the alpha blending.

acial translation and rotation tracking
bove, we described computational lighting reproduction

echniques with the assumption that position matching of
he face image and face model had already been performed.
n this section, we describe how we match the face image
nd face model. For matching, we must estimate the facial
ose, i.e., the translation and rotation of the face. A 3D face
odel database is often used for matching the face image

nd the face model.29,30 However, these techniques are un-
uitable for real-time processing. We use a particle filtering
echnique21 for tracking the face and estimating the facial
ose. The facial pose vector bt at frame t is defined as

ollows:

bt = �Txt,Tyt,Tzt,�t,�t,�t� , �7�

here �Txt ,Tyt ,Tzt� is the translation distance, and

�t ,�t ,�t� is the rotation angles of the roll, pitch and yaw,

Jan.-Feb. 20114
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espectively. In this particle filtering technique, the probabil-
ty density function of a facial pose is represented as a set
f N discrete samples. This sample set is defined as

bt
�i� ;�t

�i���i=1. . .N�. Each facial pose sample bt
�i� has a cor-

esponding weight �t
�i�. Face tracking is performed with the

ollowing motion model:

bt
�i� = bt−1� + �vt−1 + 	 , �8�

here bt−1� is the chosen sample from �bt−1
�i� ;�t−1

�i� �, � is the
ime interval, vt−1 is the velocity of the facial pose, and 	 is

ystem noise. We generate a new set of N samples �bt
�i�� with

q. (8). The weight of each new sample ��t
�i�� is calculated

ith template matching between the input facial image and
he templates of a few facial features. Finally, facial pose bt is
stimated as follows:

bt =

�
i=1

N

bt
�i��t

�i�

�
i=1

N

�t
�i�

. �9�

Figure 3 shows the results of the face tracking. In our
ethod, ten facial features are used for calculating the
eights. The size of the image templates is set to 15
15,

nd N is set to 900. Using the facial pose, we can set the
osition and orientation of the face model according to the

ace in live video.

APTURING THE BACKGROUND AND SPHERE
APPING VIDEO

he background video is used for combining the actor and
he background based on the chroma-key technique. The
phere mapping video stream is used for calculating the
hading and surface reflection components of the face, de-
cribed in the previous section.

Figure 4 shows the geometry of our camera system for
apturing the background and sphere mapping video. This
ystem has two video cameras and one mirrored ball. The
ideo camera in the forefront of this system is the same one
sed in the real-time processing system. This camera cap-

ures the background video. By using the same camera used
n the real-time processing, the background video and the
acial live video have the same camera parameters, field of

igure 3. The results of face tracking. The gray circle shows the center of
he face, and the ten white circles in each reproduction show the ten
eature points tracked.
iew and lens aberration. Having the same camera param- p

. Imaging Sci. Technol. 010503-
ters is important for natural combining of the background
ideo and subject images. Another video camera captures
he mirrored ball placed in front of this camera. The cap-
ured video is used as the sphere mapping video stream. The
wo cameras in the system are synchronized and the two
ideos are captured together.

The light sources used for calculation in the shading
nd surface reflection components are obtained from the
aptured sphere mapping video. In each frame of the sphere
apping video, we approximate the lighting environment
ith N point light sources that have different positions and
owers. These N light sources are used as the light sources
xisting in the captured sphere mapping video for the calcu-
ation of facial shading and surface reflection. For this ap-
roximation of lighting, we use the median cut algorithm,31

hich is a technique that can represent the lighting environ-
ent with light sources simply and efficiently.

ESULTS
n this section, we show the experimental results of the com-
utational lighting reproduction to demonstrate the effec-
iveness of our system. It should be noted that the following
esults are performed in real time for the facial live video
tream. We use a Windows-based PC with an Intel Core 2
uo 2.67 GHz and an NVIDIA GeForce 7950 GX2. The
umber of extracted light sources N is set at 16 in this ex-
eriment. The frame rate is approximately 60 s−1 in the
ingle point light source, vs 30 s−1 in conventional video.
he frame rate depends on the number of point light

ources. The video resolution is 640
480.
Facial images reproduced under arbitrary lighting con-

itions are shown in Figure 5. Figure 5(a) exhibits the re-

igure 4. The camera system for capturing the background and sphere
apping video stream. In the left photo, the video camera in the forefront
aptures the background scene, and the other video camera captures the
irrored sphere.

igure 5. Computational lighting reproduction for a facial live video
tream. �a� Reproduction under an arbitrary point light source and �b�
eproduction with surface reflection enhancement.
roduction of the shading and the surface reflection of the

Jan.-Feb. 20115
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ace under a virtual point light source. In Fig. 5(a), the shad-
ng and surface reflection components are reproduced ac-
ording to the position of the light source. For example, the
ide of the nose illuminated by the point light source is
right, whereas the far side is dark. In addition, we can also
ontrol the appearance of the skin in real time. Fig. 5(b)
hows the result of enhancing the surface reflection of the
ace by increasing the intensity of the surface reflection. The
urface reflection component is mostly generated on the side
f the face illuminated by the point light source.

Figure 6(a) shows the results of computational lighting
eproduction using the sphere mapping video of a scene in
n elevator. The side of the face that is closer to the window
s brighter than the far side, since the face is illuminated by
he incident light from the window. The facial appearance is
eproduced brightly at the top of Fig. 6(a). In the middle
nd the bottom of Fig. 6(a), the reproduced facial appear-
nce is dark when the incident light from the window is
bstructed as the elevator moves. We found a defective re-
ion that is unnaturally bright on the surrounding area of
he nose, which is caused by the process of blurring for the
mage-based shading component. In Eq. (3), the high spatial
requency component of the image-based shading is calcu-
ated by using the division of the blurred and nonblurred
hading components. Therefore, the facial region where the
hading component greatly changes, such as the shadowed
rea of the nose, is affected by the calculation and becomes
nnatural.

Fig. 6(b) shows the results of the computational lighting
eproduction in an environment of fireworks. In the top of
ig. 6(b), the right side of the reproduced face is bright
hereas the left side is dark, since both fireworks are on the

ight side of the face. The surface reflection is also highly
enerated on the right side of the reproduced face. In the
iddle of Fig. 6(b), the whole area of the reproduced face is

lluminated equally, since both fireworks are on each side of
he face. In the bottom of Fig. 6(b), the reproduced face is

igure 6. Results of the reproduction under two conditions. �a� Results of
he reproduction under the lighting condition of an elevator. �b� Results of
he computational lighting reproduction in the environment of fireworks. In
hese results, the sphere mapping video stream is used as mirrored sphere
mages.
ery bright since both of the fireworks are in front of the o

. Imaging Sci. Technol. 010503-
ace. These images show that we can reproduce the variation
f shading and surface reflection according to the movement
f the illuminating objects.

Figure 7 shows another live video reproduced under
arious kinds of environmental illuminants. It is shown that
ur technique can reproduce convincing results for face
omposition in various scenes.

ISCUSSION AND CONCLUSIONS
he appearance of a face in a facial live video was repro-
uced in real time under an arbitrary environmental il-

uminant by using our computational lighting reproduction
ystem. The results of experiments using this system con-
rmed the effectiveness of the system.

In the reproduction of a human image, the appearance
f the hair and the clothes is very important for reproducing
realistic appearance. However, our system can reproduce

nly the appearance of the face with rigid facial motion.
herefore, at this time we must use a black cloth and a hair
and to avoid showing the shade and surface reflection on
he hair and clothes. One aspect of our future work is to
nvestigate a real-time lighting reproduction system for a
ubject’s hair and clothes.

The appearance of reproduced facial images also de-
ends on the measured facial physical properties. We can
eproduce more realistic surface reflection and shading by
sing more accurate properties. Thus, we need to improve

he measurement system for facial properties.
Another approach of future work is to apply facial ex-

ressions to the facial 3D shape. The face-tracking technique
sed in our system cannot track the facial expression. For

his problem, effective techniques already track the facial ex-
ression, such as the techniques proposed by Dornaika and
avoine.32 By adopting these techniques, our system will be

ble to track the facial expression. The result of facial expres-
ion tracking could be used to deform the 3D shape of the
ace in a live video. We may also be able to apply the

orphing technique of ratio images to express the change of
acial expression, as was done by Liu et al.10

In addition, we need to solve the problem that there is
n unnaturally bright region on the area surrounding the
ose. We think this problem may be solved by considering

he facial geometry in the blurring process in Eq. (3). How-
ver, we think that such blurring is difficult to implement
nd run in real time. Resolving this problem is also part of

igure 7. Reproduced live video under various kinds of environmental
lluminants.
ur future work.
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We will reproduce the appearance of the face applying
osmetics under the arbitrary environmental illuminant by
sing our reproduction technique and the reflectance prop-
rty of cosmetics. Finally, we will apply our technique in a
ive simulator of a person applying cosmetics in a store.
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