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bstract. Redeye is a well-known problem in portrait photography.
his effect is caused by the light entering the subject’s eye through

he pupil and reflection from the retina back to the imaging sensor.
any of the existing redeye correction methods sometimes fail to
etect the actual redeye artifacts and incorrectly change other red
olored areas. The proposed algorithm describes a fully automatic
edeye correction system with multilevel eye confirmation stages.
he algorithm first identifies the skin and locates the redeye region
sing color information. The detected region is then confirmed as
edeye by its redness variation, glint, eye-lips triangle, and compari-
on with surrounding regions. The algorithm removes the falsely
xtracted components by verifying with rules derived from the spa-

ial and geometrical relationships of facial components. Finally the
efect is corrected by desaturating the red pixels while preserving

he natural glint presence. © 2010 Society for Imaging Science and
echnology.
DOI: 10.2352/J.ImagingSci.Technol.2010.54.3.030404�

NTRODUCTION
edeye is a common problem in portrait photography. This
rtifact is caused by the flash light which enters through the
upil and its reflection from the blood cells of the retina.
he appearance of the redeye artifact depends on several

actors, including the angle of the flash beam (the closer the
utgoing beam is to the reflected beam, the greater the
edeye effect), the age of the subject (the younger the subject
he wider the pupil), and the ambient light (the lower the
ight the more the subject’s pupil opens to admit more
ight). In particular because of the closeness of the flash to
he optical axis and the high need for flash use because of
he small lens aperture, redeye is a particularly serious prob-
em in many modern and easy to carry consumer cameras.
igure 1 depicts a typical redeye artifact.
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nline May 6, 2010.
062-3701/2010/54�3�/030404/7/$20.00.
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Several techniques are available in software and hard-
are form to reduce this problem. One of the widespread

olutions is to adopt multiple flashes which make the pupil
o be contracted before the actual photography is taken. Al-
hough it prevents the redeye artifact to some extent, it re-
ults in more power consumption and increased delay, which
s not desirable.

Another way to reduce the problem of redeye is to use
edeye correction algorithms included in software applica-
ions. Currently, many image processing software applica-
ions in the market offer redeye removal solutions. Redeye
eduction software basically come in two forms; fully auto-

atic algorithms where the redeye region is selected with no
ser input, using low level features such as color, shape, and
emiautomatic ones in which the user has to specify eye
egion either click on the redeye or draw a box containing it
efore the redeye correction technique is applied.

Digital redeye correction algorithms can, in general, be
ivided into two stages; in the first stage redeyes are de-

ected. In the second stage, the redeyes that were detected in
he first stage are corrected. Detection commonly involves
nding the redeye candidates from the face and then con-
Figure 1. Typical redeye effect.
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rming that the detected part is an eye. A typical problem of
ost of these tools is poor pupil segmentation which leads

o unnatural redeye correction and as a final product a more
istorted image.

The main goal of the proposed algorithm is to accu-
ately detect and remove redeyes from a picture, while avoid-
ng false positives completely, which is the biggest problem
f camera integrated algorithms or distributed software
ools. At the same time, we want to keep the false negative
ate as low as possible. Even though several automatic cor-
ection techniques have been proposed previously,1–5 only
ew perform eye verification tests to confirm the located can-
idate as redeye.6 It is worth mentioning here that using
ethods such as machine learning frameworks will increase

he complexity and are computationally expensive. Our al-
orithm (Figure 2) starts with skin and red pixel extraction
nd proceeds by hybrid confirmation stages including con-
rmation by glint and redness variation, statistical properties
f eye region and eye-lips geometry and finally the detected
egion is corrected to preserve natural appearance. Combin-
ng the three stages reduced the probability of false eye de-
ection to a great extent. We use simple and computationally
fficient confirmation techniques, which in fact can be
mplemented real time imaging applications.

After a review of the state of the art in the next section,
e present in detail the different steps of our proposed al-
orithm, with particular focus on the confirmation stages.
hen we present and discuss experimental results in which
ur methodology is confirmed on a large image database
efore we finally round off with a brief conclusion.

TATE OF THE ART
here are several publications and patents dealing with

edeye correction. In this part of the paper we give an over-
iew of various existing techniques which are either in
oftware/hardware implemented for redeye correction. Most
ommercial image editing packages such as ADOBE

Figure 2. Block diagram of the main pa
HOTOSHOP™, PAINTSHOP™, COREL DRAW™, or

. Imaging Sci. Technol. 030404-
HOTOPAINT™, offer the facility to correct redeye artifacts,
nd each of them has different degree of success. Most of
hem require some form of human intervention for the
edeye detection and correction. Also some companies such
s Canon, Kodak, Hewlett-Packard, Nikon, and Fuji have
eveloped fully automatic redeye correction tools. A usual
roblem in most of these techniques is the poor segmenta-
ion which introduces new defects to the image.

To our knowledge, the first description of a method to
orrect redeye was given by Dobbs and Goodwin1 of East-
an Kodak Co. In their work, the redeye is detected using

he roundness property and the amount of red in a specific
egion selected by the user. Correction parameters of this
lgorithm were user controlled.

Later Benati et al.2,7 modified the Kodak patent in which
he region of interest in the image is defined by the user,
ollowed by a thresholding operation in the HLS color space,
n order to identify candidate pixels for correction. Then, the
andidate pixels are grouped into one or more spatially con-
iguous groups. The group containing the redeye is then
ought identified by a process where first all the pixels in the
roups are given “scores” based on their color as well as on
he shape of the group they belong to, then a region growth
lgorithm is applied to each group to improve. They also
dapt a new correction technique which gave more natural
ppearance to the corrected eye. Lin et al.3 of Hewlett-
ackard also came up with an algorithm where the user only
as to select a box around the eye.

The first fully automatic correction algorithm was to
ur knowledge developed by Schildkraut et al.4 which is a
odified version of the previous Kodak patent where they

sed eyes and face detection for automatic redeye detection.
fterwards many algorithms were introduced from various

esearch groups as well as from industries. One such proce-
ure was published by Wang and Zhang,5 based on face
etection and eye detection technologies such as neural net-
ork and principle component analysis. Gaubatz and
lichney8 introduced an algorithm with multiscale face clas-

e proposed redeye correction method.
May-Jun. 20102
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ifiers. They define a measure of the redness as the ratio
etween energy of the red component and the energy of the
emaining components. Later on modification of this
ork9–11 resulted in a system called “RedBot.” Luo et al.12,13

ntroduced a two stage module where the redeye detection
art is modeled as a feature based object detection problem,
hich uses the Adaboost algorithm14 to simultaneously se-

ect relevant features and assign feature weight for the clas-
ifier. A systematic orientation independent feature compu-
ation scheme for object detection is adopted, which can
etect redeyes of arbitrary in-plane rotation.

Hardeberg et al.15–17 introduced in 2001 a semiauto-
atic method to correct the redeye based on an image mask
hich is computed by calculating a colorimetric distance
etween a prototypical reference redeye color and each pixel
f the image containing this artifact. Morphological opera-
ions are applied to the binary mask, followed by a blob
nalysis method to group the pixels of the mask into eight-
onnected components. The blob that has the highest prob-
bility of representing a redeye artifact based on its size and
hape is chosen. At the last stage the mask is smoothed, to
chieve a softer correction that appears to be more natural to
he human viewer. Smolka and collaborators18 presented a
omputationally efficient algorithm where the redeye effect
s detected using a skin detection module and the eye colors
re restored using morphological image processing. This
edeye correction system combined the manual as well as
utomatic detection modules.

Wan et al.19 introduced techniques based on a statistical
pproach called active appearance models (AAM) which was
ble to detect even deformable object shape. Joining color
nformation and a deformable model they locate redeyes as
eformable objects. Approaches by Volken et al.20 detect the
ye itself by finding the appropriate colors and shapes with-
ut input from the user. They first look for the red zones of
he whole image, then estimate the probability of each of
hese zones being a redeye by evaluating their roundness, the
mount of white around these zones, corresponding to the
clera and the amount of skin. This technique was imple-

ented in a web-based application21 to allow people to cor-
ect their images online. Gasparini and Schettini22 designed
modular procedure for automatic correction of redeye ar-

ifact in images of unknown origin, maintaining the natural
ppearance of the eye. Initially, a smart color balancing pro-
edure is applied. This phase not only facilitates the subse-
uent steps of processing but also improves the overall ap-
earance of the output image. Combining the results of a
olor-based face detector and of a face detector based on a
ultiresolution neural network the most likely facial regions

re identified. Redeye is searched for only within these re-
ions, seeking areas with high “redness” satisfying some geo-
etric constraints.

Only few solutions have been developed specifically for
he redeye confirmation stage. Marchesotti et al.6 designed
n adaptive system which selects the correction strategy
ased on three correction methods and compared according

o their image degradation risk and their expected percep- a

. Imaging Sci. Technol. 030404-
ual quality improvement. The latest development to our
nowledge was from Yoo and Park23 who proposed a redeye
emoval algorithm using inpainting and eye-metric informa-
ion. In this algorithm face detection is performed initially,
nd then redeye regions are segmented using multicues such
s redness, and color information. For redeye correction,
upils are painted with the appropriate radii calculated from

he iris size and size ratio.

KIN AND RED PIXEL CLASSIFICATION
ike for many other image processing algorithms related to
uman subjects, skin segmentation is the first stage of the
roposed algorithm, and a subsequent process for face de-

ection depends on the skin/nonskin classification. Due to
he wide range of applications, skin detection has received
onsiderable attention over the years. Research in skin de-
ection has made use of many techniques, such as neural
etworks,24 template matching, point distribution models,
igenfaces, Fisher faces and statistical approaches25 such as
upport vector machines, higher order statistics,26 etc. It has
een observed that color modeling27 is an efficient tool to
etect skin pixels. In the skin detection application, the in-
ut is simply “skin” or “nonskin.” The output can be any set
f coordinates in RGB, HSV, or any other color space. Mod-
ling skin color requires choosing an appropriate color space
nd identifying a cluster associated with skin color in this
pace. Various color space models are available and out of
hose the HSV color space has been shown to yield the low-
st error rate for face detection.28 Also the HSV color space
onfine the skin color to a more narrow region than RGB or
CbCr, therefore the segmentation can be done more pre-
isely. The skin region can be extracted by converting to
SV domain and with a suitable threshold operation. One

f the advantages of using color information as the key fea-
ure to detect and localize is that color is generally invariant
o rotations, translations, and scale changes.

In the HSV cylindrical color space, H (hue) describes
he shade of the color, S (saturation) express how pure the
ue (color) is, while V (value) describes the brightness.
here is a fairly distinct separation between skin and
onskin in the hue and saturation coordinates with less
eparation in the value coordinate. The removal of the V
omponent takes care of varying lighting conditions. H var-
es from 0 to 1 on a circular scale, i.e., the colors represented
y H=0 and H=1 are the same. S varies from 0 to 1, 1
epresenting 100% purity of the color. H and S scales are
artitioned into 100 levels and a color histogram is formed
sing H and S.

Considering a pixel X�i , j�= �R�i , j� ,G�i , j� ,B�i , j��=
H�i , j� ,S�i , j� ,V�i , j��, it is classified as a redeye pixel be-
onging to the class R as

X�i, j� � R iff R�i, j�/G�i, j� � tRG and R � mini,jR�i, j� ,

�1�

here the threshold tRG is set empirically to 1.8. Further-
ore the pixel is classified as belonging to the skin region S
s
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X�i, j� � S iff V�i, j� � 0.4 and S�i, j�

� �0.2,0.6� and H�i, j�

� �0,25� � �355,360� . �2�

While the resulting skin color segmentation was cer-
ainly a nice approximation, there were still some annoying
rtifacts. Using a region growing technique, the skin region
nd red region are grown independently. After the primary
kin nonskin classification, morphological opening and clos-
ng applied over the area to remove unwanted “noise” pixels
nd to fill “holes.” An opening by reconstruction operator is
pplied first on the binary image that is obtained after
hresholding. This operation is nothing but erosion followed
y dilation using a diamond structuring element (SE) with
ize four. Erosion removes small and thin isolated noiselike
omponents. Dilation preserves those components that are
ot removed during erosion. Hence, the effect of using area
pen is removal of small and bright regions of the
hresholded image. This step is followed by closing by recon-
truction. Here, dilation followed by erosion with a diamond
tructuring element is performed. Initial dilation closes any
mall holes that may have been created during opening. Ero-
ion removes the extra pixels that are added to the contour
f the preserved components. Size of the SE set as the same
uring both opening and closing and should be greater than

hat of the smallest face the system is designed to detect.
Color information alone will not give correct classifica-

ion in all cases. We can improve the skin detection by using
dge information and modifying the way we classify skin
ixels. We use a Sobel gradient to find the edges to classify
ixel as skin, since the Sobel operator is fast, detects edges at
nest scales, and provides smoothing along the edge direc-

ion, which avoids noisy edges. For a pixel to be classified as
skin” it should exceed the skin threshold for color histo-
ram �H ,S� as well as have a gradient less than a certain
hreshold called edge threshold. Figure 3 shows the output
mage after the skin detection stage. By analyzing the algo-
ithm performance as a function of experimental output we

Figure 3. Skin detection stage.
dentified the threshold values. Selection of an optimum

. Imaging Sci. Technol. 030404-
hreshold is important as it affects the later stages of the
etection process. A lower threshold is better because further
nalysis is based on connected component operators. In-
reasing the threshold will increase the chances of losing
ertain skin regions. The skin threshold and edge threshold
re set to 0.15 and 130, respectively. Each detected red areas
s labeled and validate as redeye in the preceding stages of
he algorithm.

EDEYE CONFIRMATION
ne of the many challenges in redeye correction is to con-
rm the identified red region as a part of redeye. The redeye
onfirmation stage affirms each detected red region as being
ither part of an eye or not. The confirmation stage employs
echniques which are computationally complex and most of
hem operate on blocks of pixels. The identified redeye re-
ions can then be made available to other modules for sub-
equent correction. We propose a multilevel redeye confir-

ation algorithm, which facilitates minimization of the false
etection. Three different confirmation approaches based on

he presence of glint, statistical, and geometrical properties
f eyes are used and combined, as described in the following
ections.

onfirmation By Glint and Redness Variation
he first part of the confirmation algorithm verifies the

edeye by ensuring the presence of glint: the unique property
n eyes formed by the direct reflection of the light from the
amera flash on the surface of the cornea. Since flash is the
ause of redeye, reflection of the flash is often highly visible
n the eyes of the subject (Figure 4). If a redeye is visible to

human observer, it is likely that the artifact is surrounded
y pixels of a different degree of redness, creating a variation

n the redness measure.29 Redness is defined as the ratio
etween the energy of the red component “R” and the en-
rgy of the remaining green components “G” and blue “B.”
he Laplacian operator can easily locate such sharp changes

n brightness. However, it will also emphasize pixels with
xcessive noise, which is undesirable. We have utilized a tem-
late of area 6�6 pixels to validate the presence of glint
mong red pixels.

As shown in Figure 5 for position G, the difference be-
ween certain pixels, G1, G2, G3, G4, and their neighbor pix-
ls in a local 6�6 area is calculated in the red channel of the
mage as the following:

Var�Gi� =
1

X � I�Gi� −
1

� I�B� . �3�

Figure 4. Glint formed during photography.
4 i=1,2,3,4 16 B�shadow
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If Var�Gi��150, and the number of red color pixels
arked in skin and red pixel detection stage in this 6�6

rea is greater than 10, then the pixel G will be considered as
art of glint.

onfirmation By Standard Deviation
he second section of the algorithm performs confirmation
heck to red region detected in order to ensure that it is red
nough itself and more red than its surroundings to satisfy
he requirements to consider it as redeye. These verification
ests are applied to candidate redeye areas. Candidate redeye
ixel areas are filtered from the preliminary set based on
edness contrast thresholds. Rectangular blocks are gener-
ted on the top, bottom, and the two sides of the red region.
hese four blocks have exactly same size, which is equal to

he size of the red region. From experiments we observed
hat the one of possible region in face where the prominent
hange in color occurs in is the redeye region. Even though
he color of the pupil becomes red during the flash, the
urround would remain a white region. In addition to an eye
s the lip region where there a further possibility for false
etection. However, the change in color of the neighboring
ixels will not be very prominent and this would not satisfy

he above condition. Redness of the identified region �Ered�
s compared with four surrounding blocks �Nred�i��. Standard
eviation (SD), of each rectangular block is calculated and if
D of the pixel content in each block is above a threshold
Hred then it is considered as a valid redeye region (Figure
);

Ered – � Nred�i� � THred. �4�

onfirmation By Eye-Lips Geometrical Property
he last step of the confirmation algorithm is to validate the

edeye using the geometrical locations of the mouth and
yes. This approach helps to directly locate eyes, mouth, and
ace boundary based on measurements derived from the
olorspace components of an image. Since the YCbCr

olorspace has been identified to be the best suited for clas-
ification of eye-lips,30 we use this color space for this part of
he algorithm. An analysis of the chrominance components

Figure 5. Template used for validating the presence of glint.
ndicated that high Cb and low Cr values are found around a

. Imaging Sci. Technol. 030404-
he eyes. The eye map in the chroma is constructed from Cb,
he inverse of Cr, and the ratio Cb /Cr. The two resulting eye

aps are combined by a multiplication operation. The re-
ultant eye map brightens both the eyes and suppresses other
acial areas. The mouth region contains excess red compo-
ent, compared to blue component, than other facial re-
ions. Hence, the chrominance component Cr, is greater
han Cb, near the mouth areas. We further notice that the

outh has a relatively lower response in the Cr /Cb feature
ut a high response in the Cr

2. Therefore, the difference be-
ween Cr

2 and Cr /Cb can emphasize the mouth regions. We
orm an eye-mouth triangle for all possible combinations of
he two eye candidates and one mouth candidate. Each eye-

outh triangle is verified by checking (i) luma variations in
ye and mouth blobs, (ii) geometry and orientation con-
traints of eyes-mouth triangles, and (iii) based on the loca-
ions of eye-mouth candidates, our algorithm first constructs

face boundary map from the luma. A triangle formed by
he identified eye region and lips and if the height to width
atio falls within the range of well-known golden ratio tol-
rance (Figure 7).

From the analysis of redeye images it is observed that, in
he majority of cases, redeye artifacts are generated when
ash light falls at an acute angle, and hence it is less probable

or this to occur for images that have been taken from the
ide of the subject. Most noise components can be removed

Figure 7. With eye lips detection.

Figure 6. Standard deviation stage.
fter this stage. However, it might be still possible that some

May-Jun. 20105
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onfusing combinations need to be dealt resulting in false
etection with single eye images. To solve the ambiguity, we
ropose a method to assign equal weight for each stage and
s the algorithm satisfies any of two criterions, the area
ould mark as redeye.

EDEYE CORRECTION
he ultimate aim of a redeye correction algorithm is to
liminate red pixels in the pupils, and at the same time pre-
erving important details such as glint (i.e., white curvature
eflections in the cornea) and borders between pupil and
ris. Only few solutions31,32 have been developed specifically
or the correction step. Most approaches simply desaturate
he pixels in the detected redeye regions.

We propose an algorithm, in which each pixel in the
etected redeye region, is corrected by first calculating the
verage of nine surrounding pixels, and this reference is then
rocessed as given in Eq. (5), below. From the confirmation
tep, the size of the red region is obtained and also the
eddishness of the region. With reference to this data the
lpha value is determined. Alpha value is calculated as the
umber fraction of red pixels included in each 5�5 pixels
ithin the red block confirmed in the last stage;

Rout�i, j� = �0.05Rin�i, j� + 0.6Gin�i, j� + 0.3Bin�ij� + �1

− ��Rin�i, j� . �5�

he correction is thus mainly performed by reducing the red
ontent and by increasing the green and blue elements.

As shown in Figure 8, we checked the effect of the
eighbor pixel averaging with nine and 25 pixels and could
ot observe any changes and so we chose nine pixels for
veraging for simplicity.

ESULTS AND DISCUSSION
e have presented an efficient technique to correct redeye

rtifact in digital images. Our method first segments the skin
nd red regions based on color. The main emphasis of our
pproach is on the detection and confirmation part. We
vercome the difficulty in ensuring that the detected region

s redeye by using a hybrid algorithm where we used glint
ariation, standard deviation, and eye-lips geometrical prop-
rties of the eye region. In order to reduce the false positive
etection rate we took images that satisfy at least two con-
rmation stages. These images are corrected in such a way

hat the red color is removed but the eyes maintain a natural
ook.

We have tested our algorithm over a database of 250
18

igure 8. Corrected redeye region by using 9 pixel averaging and 25
ixel averaging.
olor images used in previous research by Smolka et al. f

. Imaging Sci. Technol. 030404-
he images are of different resolutions, obtained with differ-
nt digital cameras, under varying lighting conditions; all
ontaining redeye artifacts. We have found that it provides
isually very good results as exemplified in Figures 9 and 10.
he proposed multilevel confirmation algorithm gives cor-

ected image outputs for images with different sizes and a
ide range of facial variations, position, and orientations.
urther, the algorithm can detect both dark and bright skin
one under different lighting conditions. Figs. 9 and 10 show
he results for subjects with some facial variations. In fact,
he redeye correction is strongly related to the output of the
etection module and this part is quite well performed by

he aid of multilevel confirmation stages in the presented
lgorithm. Since there exists no publicly available reference
atabase for redeye correction, the study performed cannot
e quantitatively compared with the results reported by dif-

Figure 10. Examples of redeye correction results.

Figure 9. Examples of redeye correction results.
erent authors in their papers.
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ONCLUSIONS AND PERSPECTIVES
n this article an efficient redeye correction algorithm has
een presented. The multilevel confirmation stages in the
etection phase reduced the probability for false negatives.

There are also several opportunities for further research
n this area, for instance, with respect to benchmarking. Also

reduction in computation and increase in speed could be
chieved by reducing the number of stages for confirmation.
nce a redeye has been confirmed in the first or second

tage, the third confirmation step could for instance be
kipped.
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