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bstract. We propose a nonphotorealistic shading algorithm to im-
rove the perceptual quality of two-dimensional natural images that
o not have depth information. Shading plays an important role in

he human perception of three-dimensional shapes; however, an ap-
ropriate normal is indispensable to the shading approach. Gener-
lly, it is pointed out that luminance variation due to shading is useful
s an indicator of shape and that the depth values are strongly
elated to the luminance distribution of the object. Therefore, first,
e compute the surface normals from the variation in the luminance
t each pixel. Second, we enhance the shade by controlling the
zimuth of the normals on the basis of the angle between each
ormal and a given light source direction. From experimental results
f the natural images and subjective test, we demonstrate that the

hree-dimensional (3D) appearance can be improved by our shading
pproach. Moreover, we also propose an advanced shading ap-
roach, which is the combination of our shading approach and the
rocess of selecting the suitable light direction, and we show the
erformance of selecting the suitable light direction and also dem-
nstrate that the 3D appearance can be more enhanced by using
he suitable light direction. Last, we investigate the possibilities of
he advanced shading approach. © 2009 Society for Imaging Sci-
nce and Technology.
DOI: 10.2352/J.ImagingSci.Technol.2009.53.5.050503�

NTRODUCTION
ue to various limitations of display devices or image

ources, most displays cannot transmit the actual physical
timulus from the real world to human eyes. The loss of the
hree-dimensional (3D) experience is often pointed out as a
isadvantage of displays. In high quality image processing,

he contrast or sharpness enhancement by considering hu-
an eye perception has already been proposed.1–6 However,

he effect on improving the 3D experience in previous ap-
roaches has been inadequate, although this improvement
as not their main focus points of these approaches.

In contrast, there have been a few approaches that have
argeted the enhancement of the 3D experience. For ex-
mple, in the field of computer graphics (CG),
nonphotorealistic shading approaches” have been pro-
osed, which focus on the artistic techniques rather than the
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aithful expressions of the image. These approaches usually
lter the local textures by controlling shape information such
s surface normals.

Saito and Takahashi proposed the effect of local en-
ancement of images using depth information. They im-
roved the rendering of an object by utilizing the depth
uffer and its derivatives for the creation of contours,
reases, and hatching strikes.7

An artistic contrast enhancement was employed by
inkenbach and Salesin.8 They partly removed the texture

etails of surfaces for artistic reasons and for a better per-
eption of synthetic drawings.

Gooch et al. presented a nonphotorealistic lighting ap-
roach that provides a better and sharper comprehension by
apping the change in surface orientation into variations in

ue instead of brightness variations,9 and they proposed the
it sphere approach that extracts artistic shading models
rom actual paintings.10 Unfortunately, much of the original
rush texture is lost as the shading gradient is captured.

Further, Cignoni et al. modified the surface normals in
rder to alter the shading of objects.11 Similarly, in this ap-
roach the edges are emphasized and the surfaces are shaded
lightly to particularly diminish the produced dull appear-
nce. Moreover, Rusinkiewicz et al. proposed a
onphotorealistic shading model, motivated by techniques

or cartographic terrain relief, based on the dynamic adjust-
ent of the effective light position of different areas of the

urface.12 Luft proposed a method to locally enhance the
ontrast based on the difference between the original depth
uffer content and a low-pass filtered copy.13

However, the common problem of all these approaches
s that they assume that the surface normals in the two-
imensional (2D) image are known and that we cannot di-
ectly apply these approaches to 2D natural images that in-
lude real scenes.

As in other approaches, Pearson and Robinson de-
cribed lines dependent on view and lighting.14 They seek
hin dark regions in an image lit by a single source in the
ame horizontal plane as the view vector.

15
Ni et al. applied the object-space suggestive contour
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lgorithm to a multiscale mesh that smoothly adapts its de-
ail to suit the viewing conditions. While effective, the

ultiscale representation requires preprocessing time to
uild, plus significantly more memory at run-time than the
riginal mesh. Juddy et al.16 presented a new object-space
efinition of lines—“apparent ridges”—that extracts ridges
sing a view-dependent measure of curvature. The lines are
elated to the shaded image: they appear where the surface is

ost likely to reveal high shading contrast under arbitrary
ighting.

However, these line approaches also need the extraction
f suggestive contour and the suitable contour cannot easily
e obtained for the 2D natural images that include real
cenes. In contrast, in computer vision, the approaches to
ecover the surface normals from a gradual variation in the
mage are called shape from shading (SFS) approaches. In
his approach, surface normals are computed under some
onstraints.17,18 Therefore, we applied the “shading” concept
s in the CG rendering to enhance the 3D experience in the
rea.19

In this article, we propose a new nonphotorealistic
hading approach to improve the perception of the 3D shape
n 2D natural images. First, we assume the surface normals
n the natural scene images by an approach similar to SFS.
econd, we enhance the shade by controlling the azimuth of
he normals on the basis of the angle between each normal
nd a given light source direction. Further, to enhance the
erception of the 3D shape with more efficiency, we study

he process by which the suitable light directions are selected
ccording to the luminance distribution in images, and we
lso propose the advanced shading approach, which is the
ombination of our shading approach and this process of
electing the suitable light directions. From the experimental
esults of natural images and subjective test, we show that
he 3D appearance of the output image obtained by our
hading approach is better than that of the original 2D im-
ge. Moreover, we show the performance of the selection
rocess of the suitable light directions according to the lu-
inance distribution. We also demonstrate that the 3D ap-

earance can be further improved by using the advanced
hading approach. In further discussion, we show that the
urvature of surface quantitatively increases with surface
ormal, which is related to a gradual curvature of lumi-
ance, from the experimental result of the CG image, and we
lso discuss the possibilities of advanced shading approaches
n the view of effect using multiple light directions.

ROPOSED APPROACH
o achieve a more natural and sufficient effect, we have ex-
ended the concept of “nonphotorealistic shading” by detect-
ng surfaces with a gentle curvature and applying the shad-
ng concept as in the CG rendering to enhance the 3D
xperience in the area.

The general procedure for enhancing the 3D effect in
D images by our approach is as follows:

(a) Detecting surfaces with a gentle curvature and esti-

mating the normals, which express a 3D shape, us-

. Imaging Sci. Technol. 050503-
ing the SFS technique in COMPUTER VISION.17,18

(b) Transforming the direction of normals to enhance
the curvature of the 3D shape in local areas followed
by a shading approach using the transformed
normals.

(c) Enhancing the range of the modified luminance
distribution.

Figure 1 shows the schematic diagram of our approach.
n the following section, each part is described in detail.

ssumption of Surface Normal
enerally, 2D images taken of a natural scene do not include

urface normal information. To apply nonphotorealistic
hading to these images, we must first assume the surface
ormals. In SFS, surface normal vectors are computed under

he following constraints: (a1) the luminance variation due
o shading is useful as an indicator of the shape and (a2) the
epth value is strongly related to the luminance distribution
f the object. The luminance of the object also increases as
he distance to the object from the observer decreases.
herefore, in SFS, the depth value D�x ,y� at pixel �x ,y� is
efined as the luminance at pixel �x ,y� in the 2D image.
urther, the surface normal n at pixel �x ,y� is obtained by
alculating the differential value of luminance.17,18 We as-
ume the surface normals at pixel �x ,y� using this approach.
n this case, the z axis is set perpendicular to the xy plane,
hich compiles the pixel �x ,y� in the 2D image. The positive
irection of z is toward the observer,

n�x,y� = �nx�x,y�,ny�x,y�,nz�x,y��T

= �− S
�L�x,y�

�x
,− S

�L�x,y�

�y
,1�T

, �1�

here L�x ,y� is the luminance distribution at pixel �x ,y�, T
s the transposition, and S is the positive coefficient used to
mphasize the contrast near the contour.

As shown in Eqs. (2)–(4), the coefficient S is controlled
o as to increase the value S according to the intensity of
dge Edge at pixel �x ,y�,

Edge =
�L�x,y� 2

+
�L�x,y� 2

, �2�

Original Image Output Image

Computing of surface
normal n using the
derivative of L(x,y)

process (A)

Smoothing of surface
normal n using
bi-lateral filter

process (B)

Computing of variation
⊿αof angle between
normal n and a given
light direction

Calculating of the
variation of luminance
⊿L using the variance
⊿α of angle

process (C)

Increasing of dynamic
range of the luminance
in a modified image

Adaptation of tone
mapping to improve the
luminance distribution
in a modified image

Original Image Output Image

Computing of surface
normal n using the
derivative of L(x,y)

process (A)

Smoothing of surface
normal n using
bi-lateral filter

Computing of surface
normal n using the
derivative of L(x,y)

process (A)

Smoothing of surface
normal n using
bi-lateral filter

process (B)

Computing of variation
⊿αof angle between
normal n and a given
light direction

Calculating of the
variation of luminance
⊿L using the variance
⊿α of angle

process (B)

Computing of variation
⊿αof angle between
normal n and a given
light direction

Calculating of the
variation of luminance
⊿L using the variance
⊿α of angle

process (C)

Increasing of dynamic
range of the luminance
in a modified image

Adaptation of tone
mapping to improve the
luminance distribution
in a modified image

process (C)

Increasing of dynamic
range of the luminance
in a modified image

Adaptation of tone
mapping to improve the
luminance distribution
in a modified image

Figure 1. Overviews of our approach.
��
�x

� �
�y

�
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TmpS = SMax · exp�−
�Edge − MaxEdge�2

SDelta2 � , �3�

S = 1.0 + TmpS , �4�

here SMax and SDelta are positive coefficients, and
axEdge is equivalent to the maximum value of the inten-

ity of edge Edge in the image. The surface normal n�x ,y� is
alculated by Eqs. (1)–(4) to emphasize the edge compo-
ent. When the intensity of edge Edge is low, the coefficient
is set to 1.0, and when the intensity of edge Edge is high, S

s set to a large value. That is, the component nx�x ,y� or

y�x ,y� in surface normal n�x ,y� are emphasized so that the
ntensity of edge Edge is larger.

For enhancing the 3D shape by our approach, we are
rst required to determine the “global shape information”

rom the normal obtained by Eq. (1). The global shape in-
ormation can in turn be represented by a gentle or smooth
ransition of the normal distribution. In short, the gentle
ransition of normals is indispensable to enhance the 3D
hape with gentle gradation. As the surface normal obtained
y Eq. (1) varies on a pixel-by-pixel basis according to the
ixel luminance, we use a bilateral filter to smooth the com-
onents of the normals obtained by Eq. (1). The filter is

unable to spatial scales as well as luminance. Each compo-
ent is filtered at the surface normal n obtained by Eq. (1).
his filter is defined as follows:

Figure 2. Diagram of modifi
f

. Imaging Sci. Technol. 050503-
ons�x,y� =

�
u=−f

f

�
v=−f

f

�B�x,y,u,v�ns�x + u,y + v��

�
u=−f

f

�
v=−f

f

�B�x,y,u,v��
, �5�

B�x,y,u,v� = GD��u2 + v2,�D�GL��L�x + u,y + v�

− L�x,y��,�L� , �6�

GK�r,�K� = exp�− r2

�K
2 � �K = L,D� , �7�

here ns is the s component of the normal n obtained by Eq.
1) and ons is the s component of the smoothed normal n.
he kernel B is composed of two Gaussian filter kernels GD

nd GL with kernel widths �D and �L, respectively. This filter
s adapted for each component at the surface normal n ob-
ained by Eq. (1).

odification of the Normal Vector Azimuth
he shading approach controls the azimuth of the normals
n the basis of the angle between each normal and a given

ight source direction. For controlling the azimuth of the
ormals, we assume that the enhancement of the perception
f the 3D shape is strongly related to the emphasis of the
urvature of the shape near the corresponding area. The
urvature of the surface shape is closely related to the gra-
ient of the luminance near the corresponding area. There-

f azimuth of normal vectors.
ore, by this approach, the azimuth of the normals is modi-

Sep.-Oct. 20093
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ed mainly to enhance the curvature of the luminance on
he area with the extracted normals as shown in Figure 2.

Fig. 2 shows the section example of the object in plane
omposed of light direction and surface normal. Figs.
(a)–2(c) show the section in the original image, in the pro-
essed image, and the enlargement around point Q, respec-
ively; P and Q show the points in original image and P� and
� show the points corresponding to P and Q in the pro-

essed image. As shown in Figs. 2(a)–2(c), the azimuth of
he normal at point Q is rotated to enhance the curvature of
he luminance around point Q by the shading approach.
hat is, the proposed approach controls the angle � at object
oint Q between the normal and a given light direction to
nhance the curvature of the luminance around point Q.

Now, it is well known that humans by default assume
hat a light source is located above their head. Moreover,

ore recent studies have revealed that the preferred light
ource position is on the left side above the head rather than
traight above.20 Therefore, we assume that the light direc-
ion points toward the upper left of the image. Equation (8)
hows the variation �� in the angle � between each normal
nd a given light illumination direction at pixel �x ,y�. Ka���
s the modification control coefficient function of angle �;
�c is the initial positive value, which implies that the shade

trength is controlled by the user. L�x ,y� shows the lumi-
ance at pixel �x ,y�,

�� = Ka���Kl�L�x,y�� � ��c . �8�

igure 3 shows the variation in the control coefficient func-
ion with �; �0 is the angle between the normal at the pixel,
here the luminance is locally constant and a given light
irection. As shown in Fig. 3, the area in (A) incorporates

he light area generated by a given light source direction and
he area in (B) incorporates the shadow area generated by
he same light source direction. The area enclosed by the
ectangle in Fig. 3 is the area that contains the extracted
ormal with a gradual luminance distribution. To emphasize
rimarily the curvature of the luminance in the enclosed
rea, Ka��� is controlled such that its value near the corre-
ponding angle � between the normal and the direction of
he light source increases. Further, Ka��� decreases as �

Figure 3. Variation in control coefficient with �.
ncreases. b

. Imaging Sci. Technol. 050503-
Second, Kl�L�x ,y�� is the control coefficient of the input
uminance. It is controlled to suppress the excess modifica-
ion of angle � in the highlighted area. Figure 4 shows the
ariation in the control coefficient with the input luminance.

Last, a modulation component �� of angle � is trans-
ormed into the variation in the luminance �L�x ,y� at pixel
x ,y�. We assume that the diffused reflection component

l�x ,y� by Lambert’s reflectance model is modified mainly
y our shading and the variation in luminance is computed
y the following Eqs. (9) and (10):

�L�x,y� =
dLl�x,y�

d�
� �� , �9�

Ll�x,y� � L�x,y�cos � ,

Ll�x,y� = KLamL�x,y�cos � , �10�

here KLam denotes the coefficient of the diffused reflection
omponent, and we use KLam=1.0 as this coefficient.

nhancement of Range of Modified Luminance
hen the shading approaches are employed, there is a ten-

ency that the luminance distribution in a modified image is
ompressed to some extent. Therefore, we carry out the tone
apping process to improve the reduction in the average

uminance in the modified image. The luminance distribu-
ion in the modified image is transformed on the basis of the
elation between the average luminance in the input image
nd that in the modulated image.

First, the dynamic range of the luminance in the modi-
ed image is enhanced to the range of the luminance in an

nput image. Next, a tone mapping process is adopted to
ncrease the luminance distribution in a modified image.

Here, we propose that the shading addition to the
hadow or highlighted area has a significant effect on the
uman perception of a 3D shape. Further, the use of tone
apping greatly increases the luminance distribution; tone
apping may cause the saturation of the luminance in a

hadow or highlighted area, which is a drawback. Therefore,
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Figure 4. Variation in control coefficient with luminance at each pixel.
y using the tone mapping function, we primarily improve
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he luminance of that area of the image, where the lumi-
ance value is close to the center of the dynamic range.

Figure 5 shows an example of tone mapping. This figure
hows the output luminance after tone mapping to the lu-

inance modified as described above. In Fig. 5, AveInY is
he average luminance in the input image and AveOutY is
he average luminance in the modified image whose range is
nhanced to the range of the luminance in the input image.
y using tone mapping, the average luminance AveOutY in

he modified image is transformed into the average lumi-
ance AveInY in the input image. This function can increase

he luminance to the intermediate level of the dynamic range
n the image by adding an offset value to it. On the other
and, this function suppresses the saturation of the lumi-
ance in a shadow or highlighted area. Therefore, as shown

n Fig. 5, we use tone mapping to improve the reduction in
he luminance distribution of a modified image. Then, we
efine the shading approach as the “fixed light shading
pproach.”

ARIANT OF FIXED LIGHT SHADING APPROACH
ADVANCED SHADING APPROACH)
bove, we assumed that the light direction points toward the
pper left of the image on the basis of recent researches in

he field of human vision psychology.20 However, when the
uminance distribution in the input images is taken into
onsideration, a better light direction than the upper left
ight direction may exist from the viewpoint of the natural
nhancement of the 3D shapes.

Then, we investigated the process by which the most
uitable light direction is selected according to the luminance
istribution in images. We accordingly propose the previous
hading approach combined with the selection process of
ight direction to enhance the 3D appearance in a 2D image
ith more efficiency. Now, we define this variant of the fixed

ight shading approach as the advanced shading approach.
The outline of the process that selects the suitable light

irection is shown in Figures 6 and 7. The objectives of this
election process are as follows:

(q1) A suitable light direction vector is selected
rom eight candidates of the light direction vector

k k k k
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igure 5. Tone mapping function in the enhancement of the range of
odified luminance.
L = �Lx ,Ly ,Lz� �k=1,2 , . . . , 8�, as shown in Fig. 6.

. Imaging Sci. Technol. 050503-
(q2) A suitable light direction vector is selected to en-
ance the natural 3D appearance with more efficiency when
odulating the azimuth of the normal in an input image, as

escribed previously.
(q3) Image distortion, which occurs due to the rapid

ariance of the luminance in a modified image by modulat-
ng the azimuth of the normal on the basis of the selected
ight direction are not generated.

On the basis of the above mentioned objectives, the
election of the suitable light direction vector is carried out
s follows:

(1) First, the areas Ck �k=1,2 , . . . , 8� that are used to
select the suitable light direction are extracted for
every light direction candidate. In Fig. 3, the en-
closed area is the area that contains the extracted
normal with a gradual luminance distribution. Fur-
ther, the normal is modulated to emphasize prima-
rily the curvature of the luminance in these areas.
Then, while calculating the suitable light direction,
we extract a group of pixels contained in the above
areas of an input image for each light direction.
The Ck �k=1,2 , . . . , 8� value represents this group
for the corresponding light direction vLk. In Fig. 7,
area Ck is shown as the white area corresponding to
vLk.

(2) Second, at each pixel pj
k�xj

k ,yj
k� included in the area

Ck with the light direction vector vLk, the differen-
tial vector of luminance vIpj

k in an input image and
that of luminance vMpj

k in a modulated image are
calculated. Further, the cosine value cos �j

k of the
angle �j

k between the vectors vIpj
k and vMpj

k is
computed for each pixel pj

k in Ck.
(3) When the cosine value cos �j

k at pixel pj
k satisfies

Eq. (11), the luminance transition of an input im-
age and that of a modulated image are aligned
along the same direction. A large variance in the
direction of the luminance transition may cause a
distortion in the image quality. Conversely, we

image

X direction

Y direction
Z direction

object pixel P(x,y)

XY Plane

Imaginary light
source direction
to modulate a
azimuth of normal

L2

L3

L4
L5

L6

L7

L8
L1

Eight imaginary light source
direction candidates Lk
( k=1,2,Ö ,8 )

image

X direction

Y direction
Z direction

object pixel P(x,y)

XY Plane

Imaginary light
source direction
to modulate a
azimuth of normal

L2

L3

L4
L5

L6

L7

L8
L1

Eight imaginary light source
direction candidates Lk
( k=1,2,Ö ,8 )

Figure 6. Definition of light direction candidates.
think that the variance causes a change in the per-
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ceived texture, etc. In order to avoid this change, we
should investigate whether or not the direction of
the luminance transition in a modulated image is
consistent with that in the input image for the pix-
els in area Ck. Subsequently, the number of pixels
that satisfies Eq. (11) �SumPk� is calculated for each
light direction candidate vLk. Here, Th1 has a pre-
determined positive value.

�pj
k�Th1 � cos �j

k � 1.0,�pj
k � Ck�	 , �11�

(4) Evalk, which shows the probability of the light di-
rection candidate k, is calculated as

Evalk =
SumPk

�
k=1

8

SumPk

. �12�

(5) The LL�1�LL�8� light direction candidates with
large values are selected. The revised definition of
vBLk is the light direction vector vLk that was rear-
ranged so that the value of Evalk became large. Us-
ing the selected light direction vector, the weighted
average vector vAL is calculated as

vAL = �
m=1

LL

�vBLm	m� , �13�

	k =
Evalk

�
LL

Evalm

, �14�

Calculation of normal vector

Calculation of cosβk against each
light source direction vector vLk

Extraction of the Area Ck on which
is focus for the enhancement

against each vLk

Calculation of Estimation at each pixel
pkj in the Area Ck against each vLk

Selection of most suitable light vector
from 8 light direction candidates vLk

Ｌ7

input

derivative of lumi
along x direction

White area is the
extracted area Ck
against each vLk

Calculation of normal vector

Calculation of cosβk against each
light source direction vector vLk

Extraction of the Area Ck on which
is focus for the enhancement

against each vLk

Calculation of Estimation at each pixel
pkj in the Area Ck against each vLk

Selection of most suitable light vector
from 8 light direction candidates vLk

Ｌ7

input

derivative of lumi
along x direction

White area is the
extracted area Ck
against each vLk

Figure 7. Selection proces
m=1 i

. Imaging Sci. Technol. 050503-
(6) Finally, the light direction vector vLk nearest to the
weighted average vector vAL of the eight light di-
rection candidates is concluded as the suitable di-
rection of a light source.

XPERIMENTAL RESULTS FOR THE FIXED LIGHT
HADING APPROACH
n this section, by experimental simulation we compare the
utput image obtained by fixed light shading approach,
hich uses a fixed upper-left direction as described above,
ith the input image.

imulation Condition
e visually investigated natural 2D images (725�

10 pixels and 726�1024 pixels). The kernel size of the
ilateral filter in calculating of surface normal at each pixel
as 41�41 pixels. The light source direction was the upper

eft of the image and the light source was assumed to be a
arallel light source.

stimation of Normal Vector
igure 8 shows the angles �cos �� between the normal n at
ixel �x ,y� and the upper-left light direction for the sample

mage shown in Figure 9(a). Fig. 8(a) shows the case of the
ormal computed from the luminance gradient of the origi-
al image and Fig. 8(b) shows the case of the normal ob-

ained by the bilateral filter. As shown in Fig. 8, cos � is
ransformed to a pixel value in the range 0–255. The pixels
n the highlighted area imply that the direction of the
ormals and light is almost the same. On the other hand, the
ixels in the shadow area imply that the normal and light are

Ｌ1

Ｌ2

Ｌ3

Ｌ4

Ｌ5

ulation of Estimation at pixel pkj

modified image

βkj

derivative of luminance
along y direction

projection image of
cosα of angleα
between normals and the
light direction

βk
j≒0→ the pixel at

which image distortion
are not generated by
shading

Ｌ1

Ｌ2

Ｌ3

Ｌ4

Ｌ5

ulation of Estimation at pixel pkj

modified image

βkj

derivative of luminance
along y direction

projection image of
cosα of angleα
between normals and the
light direction

βk
j≒0→ the pixel at

which image distortion
are not generated by
shading

able light source direction.
Ｌ6

Ｌ8

Calc
image

nance

Ｌ6

Ｌ8

Calc
image

nance
n the opposite direction. The normal vectors in Fig. 8(b)
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(a)

(b)

igure 8. Projection image of cos � of angle � between the normals and
he light direction. �a� Image that conveys cos � computed from the nor-
al by the difference in luminance. �b� Image that conveys cos � com-

uted from the normal by our approach.

F
p
s
l

(a)

(b)

igure 9. Comparison of the input natural image and the output image
btained by our approach. �a� 2D natural input image 1. �b� Output

mage 1 by our approach. Available in color as Supplemental Material

n the IS&T website www.imaging.org. w

. Imaging Sci. Technol. 050503-
(a)

(b)

igure 10. Comparison of the input natural image and the output image
btained by our approach. �a� 2D natural input image 2. �b� Output

mage 2 by our approach. Available in color as Supplemental Material
: Output image obtained by our approach

good

-1.0

0.29

2.0

bad

1.0-2.0 0.0

-0.29

: Input image

: Output image obtained by our approach

good

-1.0

0.29

2.0

bad

1.0-2.0 0.0

-0.29

: Input image

Figure 11. Evaluation of the enhancement of 3D appearance.
(a) (b)

(c) (d)

igure 12. Variation in the output image with the enhancement strength
arameter. �a� 2D natural input image 3. �b� Output image 3 for default
trength. �c� Output image 3 for large strength. �d� Output image 3 for
ow strength. Available in color as Supplemental Material on the IS&T

ebsite www.imaging.org.
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as calculated for SMax=5.0 and SDelta=0.5 in Eq. (3). As
ompared with Fig. 8(a), Fig. 8(b) shows resulting normals
hat convey coarse shape information; however, the normals
ear the textured area, edge, or the boundary where the
ixels have comparatively significant luminance levels in the

mage are suppressed by the bilateral filter. That is, Fig. 8(b)
mplies that only the global shape information and not the
ocal shape information are obtained by this method.

esults of Natural Images
igures 9 and 10 show the original natural image and a
ample of the output image derived from the original image,
s obtained by our approach. These images were calculated
or ��c =4.5. Figs. 9(a) and 10(a) show the original images
nd Figs. 9(b) and 10(b) show the output images obtained
y our shading approach, respectively. The output image
hown in Fig. 9(b) is better than the original images from
he viewpoint of perception of the 3D shape, and shading
nhancement is employed for the area with gentle curvature
uch as the spherical surface of the fruits. On the other
and, the luminance profiles of the texture and edges remain
irtually constant. As a result, there is no variation in the
exture in the output image, and we confirm that the per-
eption of the 3D shape of the objects in the output image is
nhanced from the viewpoint of human vision. An enhance-
ent of the 3D appearance is observed in both Figs. 9(b)

nd 10(b). In Fig. 10(b), enhancement is employed for the
rea such as the eye or cheek surface of the long-nosed Japa-
ese goblin. These results suggest that our approach en-
ances the 3D shapes naturally without the addition artifacts
n the texture or edges. Additional experimental simulations
ere performed using several parameters for many image

amples, and we confirmed that results similar to the above
ere obtained. Therefore, we have shown that our approach
f focusing on the global curvature of the object enables 3D
ppearance enhancement even in a 2D image without pro-
ided depth information.

esults of Subjective Test
e conducted a subjective test to evaluate the 3D appear-

nce of the output images obtained by our shading ap-
roach. We used the variation in Sheffe’s method of paired
omparisons. Sheffe’s method of paired comparison is a sub-
ective evaluation method that simultaneously gives two im-
ge samples Si and Sj to subjects and requests to evaluate the
reference of relative 3D appearance of the two images ac-
ording to Table I. In Table I, Sj shows the image presented
n right area and Si shows the one presented in left area to
he each subject. In the test, subjects were simultaneously
hown pairs of input and output images; the latter obtained
y our approach. Each pair of images was displayed on a 50

n. plasma display. Each subject evaluated a pair of images
hich were presented at a viewing distance of 200 cm in the
arkroom. In addition, the presentation order of the evalu-
tion images was carried out at random, and the presenta-
ion position on the display was also determined at random.
he number of evaluation images was 90. Three display ex-

erts participated in the test; all were male and in the age a

. Imaging Sci. Technol. 050503-
ange from 30 to 50 years. The test was conducted twice for
ach subject. That is, the total number of evaluation sets
s �2 orders�3 operators�2 trials�90 samples�=180.

ne paired set was presented for 10 s, and a blank display
eriod of 2 s was inserted before the presentation of the next

mage pair so that the result should be unaffected by the
revious evaluation.

Figure 11 shows distance scales for the process images
sing Sheffe’s method. The average preferences of 3D ap-
earance of the input images and that of the output images
btained by our approach are shown on this scale. As shown

n Fig. 11, it is confirmed that the output images obtained by
ur approach are better than the input images in terms of
D appearance. Moreover, we investigated whether the dis-
ance between two average preferences of 3D appearance was
ignificant, with 1% and 5% degrees of statistical risk p.
able II, which shows variances, indicates that the imple-
entation of the shading approach affects the perception of

D appearance. That is, our processing is a factor influenc-
ng the perception and the difference between input image
nd output image obtained by our approach was significant
p
0.01�. As this result, Sheffe’s method proves that our
roposed approach is effective in enhancing the 3D appear-

Table II. Result of analysis of variance rid comparison.

ource of variance S.Sq. d.f. M.sq. F0

riginal or output �A� 365.17 1 365.17 13.32a,b

mage �B� 30.0 89 0.34 0.01

osition �C� 30.0 1 30.0 1.09

ubject �D� 30.0 5 6.0 0.22

�B 32500.16 89 365.17 13.32a,b

�C 365.17 1 365.17 0.50

�D 69.11 5 13.82 0.01

�C 30.0 89 0.34 0.001

�D 13.94 445 0.03 0.08

�D 11.01 5 2.20

rror 9595.44 350 27.42

otal 43040 1080

p
0.01.
p
0.05.

Table I. Rating category of the Sheffe’s method of paired comparison.

ating category Score

j is worse than Si −2

j is a little worse than Si −1

j is almost equal to Si 0

j is a little better than Si 1

j is better than Si 2

j represents the image which is displayed on the right from the subject.
nce of 2D input images.
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ariation in Shade Strength Parameter
n this section, we show the investigation of the influence on
he output image quality of the variation in shade strength
arameter ��c. As shown in Eqs. (9) and (10), as the pa-
ameter ��c increases, the strength of enhancement in-
reases, and the curvature of the luminance on the corre-
ponding area increases monotonically. It is necessary to
isually verify the limits of the strength parameter. Figure 12
hows the samples of output image obtained by our ap-
roach for three values of the shade strength parameter ��c:
a) shows the input image and (b) shows the output image
sing the default value ��c =4.50. Figs. 12(c) and 12(d)
how the images using a large value ��c =7.5 and small

XY Plane
L2

L3

L4
L5

L6

L7

L8
L1 XY Plane

L2

L3

L4
L5

L6

L7

L8
L1
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L2
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L4
L5

L6

L7

L8
L1 XY Plane

L2

L3

L4
L5

L6

L7

L8
L1

(c)(a) (b)

(f)(d) (e)

igure 13. Example of CG images used for the evaluation of the selec-
ion of a suitable light direction. �a� CG input image with an upper-right
ight direction L2. �b� Selected light direction for �a� �upper-right: L2�. �c�

utput image for �a�. �d� CG input image with a down-right light direc-
ion L4. �e� Selected light direction for �c� �lower-right: L4�. �f� Output
mage for �c�.

XY Plane
L2

L3

L4
L5

L6

L7

L8
L1 XY Plane

L2

L3

L4
L5

L6

L7

L8
L1

(c)

(a) (b)

igure 14. Example of images for which the suitable light direction was
btained by our selection approach. �a� Input image with upper light
irection L1. �b� Selected light direction for �a� �upper: L1�. �c� Extracted
srea C1 against light direction L1.

. Imaging Sci. Technol. 050503-
alue ��c =2.25, respectively. As shown in these figures, the
nhancement of 3D shape increases with the shade param-
ter. On the other hand, our approach does not have the
evere disadvantage of causing a tone reversal in the output
mage. However, the decrease in luminance in shadow areas
r near boundaries increases with the shade parameter, and
ver enhancement is observed at some pixels near a bound-
ry, which accordingly have a normal opposite to the given
ight direction, as shown in (c). From the viewpoint of im-
ge quality, we suggest that the strength parameter in (c) is
early equal to the upper limit. The effect of enhancement
ecreases as the shade parameter goes to zero and, from the
iewpoint of effectiveness, we think the strength parameter
n (d) is nearly equal to the lower useful limit. Additional
xperiments have been conducted using many image
amples and various parameters, and similar results have
een observed.

XPERIMENTAL SIMULATION RESULTS FOR
DVANCED SHADING APPROACH

n this section, by experimental simulation, we evaluate the
ccuracy of the selection of a suitable light direction. Then
e compare the output image obtained by the advanced

pproach, which uses a suitable light direction described
bove, with the input image and the output image obtained
y a fixed upper-left light source direction. We show that the
dvanced approach can enhance the perception of the 3D

XY Plane
L2

L3

L4
L5

L6

L7

L8
L1 XY Plane

L2

L3

L4
L5

L6

L7

L8
L1

(c)

(a) (b)

(d)

igure 15. Example of images for which the suitable light direction is not
onsistent with the light direction perceived by humans. �a� Input image
ith upper light direction L1. �b� Selected light direction for �a� �right: L3�.

c� Extracted area C1 against light direction L1. �d� Extracted area C3
gainst light direction L3.
hape with more efficiency.
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esult of the Selection of a Suitable Light Direction
n this section, we describe the evaluation results for the
ccuracy of the selection of a suitable light direction using
he selection approach previously described. First, by using
D images �600�600 pixels� captured by a CG tool, e.g.,
HADE 8.5,21 we evaluated the accuracy of the selection of a
uitable light direction. Figure 13 shows examples of CG
nput images captured by using CG hemisphere with each
xed light source direction from Fig. 6. These images are
ctually composed of objects with different heights and cap-
ured by a CG tool. Figs. 13(a) and 13(b) show the input
mages with an upward-right light direction L2 and with a
ownward-right light direction L4, respectively. Figs. 13(c)
nd 13(d) show the corresponding output images obtained
y the advanced shading approach. The simulation was con-
ucted under the same condition for calculating of the sur-

ace normal in the previous section. The selection condition
as defined as LL=3 and Th1=0.8. As a result for these CG

nput images, we first confirmed that the corresponding light
irection for each CG input image can be selected by our
election approach.

Next, we evaluated the accuracy of selection of a suitable

(c)

(a) (b)

igure 16. Comparison of output images obtained by use of a predeter-
ined light direction �upper-left light: L8� and that obtained by the suitable

ight direction �upper-right light: L2�. �a� 2D input image. �b� Output im-
ge obtained using the predetermined upper-left light direction. �c� Out-
ut image obtained using the more suitable upper-right light direction.
vailable in color as Supplemental Material on the IS&T website
ww.imaging.org.
ight direction for 110 natural images. This simulation was l

. Imaging Sci. Technol. 050503-1
lso conducted under the same condition for calculating of
revious CG input images. From the estimation simulation
f 110 natural images, we could infer that the rate of selec-
ion of the light direction, consistent with the light direction
erceived by human observers as the most suitable direction,
as 80%.

Here, Figures 14 and 15 show examples of input natural
mages, the selected light direction obtained by our ap-
roach, and the extracted area Ck, against the selected light
irection or a suitable light direction as shown in Fig. 7. In
igs. 14 and 15, (a) shows the input image and (b) shows the
elected light direction to which the circle is added; (c)
hows the extracted area C1 against the selected light direc-
ion L1. In Fig. 15, (d) shows the extracted area C3 against
he suitable light direction L3 perceived by human. In (c)
nd (d), the white area is the extracted area Ck against cor-
esponding Lk. Fig. 14 shows a sample for which the suitable

y

x

(c)

(a)

(b)

igure 17. Comparison of the CG input image and the output image
btained by our approach. �a� 2D input image obtained by CG tool. �b�

mage that convey cos � computed from the normal obtained by our
pproach. �c� Output image obtained by our approach.
ight direction can be obtained by our approach, and Fig. 15

Sep.-Oct. 20090
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hows an example for which the selected light direction is
ot consistent with the light direction perceived by humans.

As shown in Fig. 14(c), we estimate that the number of
he pixels in the extracted area C1 is necessary to select this
ight direction as the suitable light direction. But, in Figs.
5(c) and 15(d), the number of the pixels in the extracted
rea C1 is insufficient for selecting the direction L1 as the
uitable light direction; the number of the pixels in the ex-
racted area C1 is less than that in the extracted area C3 for
ight direction L3. We think that this may be caused by the
arge flat areas in which there is little variance in luminance.
o improve the rate of selection of suitable light direction, it

s necessary to investigate the autotuning of parameters for
electing light direction. Selecting suitable directions of the
ight sources in the image by using the luminance distribu-
ion is important to shading in the field of CG. However, it
s generally difficult to achieve this direction for natural im-
ges. We therefore do not contend that an accurate orienta-
ion of light sources in the image can by determined by this
election approach. However, as viewpoint of the high rate
f selecting a suitable light direction previously demon-
trated, we think that our selection approach is adequate to
nhance the 3D appearance of a 2D image.

esult of the Advanced Shading Approach
igure 16 shows the input and output images employing a
redetermined upper-left light direction and the output im-
ge is obtained by employing a suitably selected light direc-
ion. Here, the two output images are obtained under the
ame conditions employed above. And the previous values
ere applied as the selection condition, e.g., LL=3 and
h1=0.8. The number of pixels in the input image along the
and y directions are 726 and 1024, respectively.

As shown in the input image, the light source direction
ppears to be the upper-right direction rather than the
pper-left direction. In the case of the output image ob-

ained by using the upper-left light direction, there is no
iscontinuity in the output image. However, the enhance-
ent in the 3D appearance is inhibited. For example, these

rends can be seen in the left forelimb or in the back of the
ooden elephant. On the other hand, there is no disconti-
uity in the output image obtained when an upper-right

ight direction is selected. Moreover, the 3D appearance ef-
ect is further enhanced at the left forelimb or at the back of
he figure. Further, the unevenness in the face of the figure is
nhanced. Thus, the 3D appearance effect can be further
nhanced by implementing the process for determining a
uitable light direction on the basis of the luminance distri-
ution in an image.

ISCUSSION
n the basis of the previous test for natural images, we

annot investigate the enhancement of the 3D shape by our
pproach quantitatively. Therefore, to demonstrate the en-
ancement of the 3D shape by our approach quantitatively,
e use the original CG image that is actually arranged by
bjects with different heights. Further, we investigate the
. Imaging Sci. Technol. 050503-1
nhanced shape surface of the output image of this CG im-
ge. Next, we discuss the possibilities of advanced shading
pproach on the view of effect using multiple light source
irections.

uantitative Evaluation Using CG Images
s described above, we visually tested the 2D images

600�600 pixels� captured by a CG tool.21 Moreover, we
sed a CG hemisphere with a light source fixed on the
pper-left side of the image. The estimation conditions are

he same as previously employed. Figures 17(a)–17(c) show
he original synthetic image (a), angles �cos �� between the
ormal n at pixel �x ,y� and the upper-left light direction
b), and output image obtained by our approach (c). Spe-
ifically, Fig. 17(c) was calculated for ��c =3.0. The CG
riginal image shown in Fig. 17(a) is obtained by arranging

our convex half-spheres and the height of the hemispheres
ncreases from the bottom along the y-direction in a CG
mage. Fig. 17(b) shows the normals that convey the coarse
hape information. Further, as compared to the image in
ig. 17(a), the output image shown in Fig. 17(c) is better

rom the viewpoint of the perception of the 3D shape.
As mentioned above, the CG image is composed of con-

ex half-spheres whose height becomes greater as it moves
pward from the bottom along the y-direction. This process
ontrols the curvature of luminance near an object pixel
ccording to the angle between the normal in the object
ixel and a given light direction, and in the case that the

uminance distribution of the object in the output image is
imilar to that of the hemisphere, which is taller than the
bject in input image, the object in output image may have
he 3D appearance similar to this latter hemisphere in the
nput image. Therefore, we compare the luminance distribu-
ion of the object in the output image with that of the hemi-
phere, which is taller than the object in the input image.
ccordingly, we evaluated the degree of enhancement of the
D characteristic quantitatively by checking whether the lu-
inance distribution of a given object in the output image is

imilar to that in the input image.
Figure 18 shows the variation in luminance along the

ine RQ of objects A and B shown in Fig. 18(a). The thin
lack and bold blue lines show the variation in the lumi-
ance of the original image along the line RQ of objects A
nd B, respectively. Moreover, the red line shows the varia-
ion in the luminance of the output image obtained by our
pproach along the line RQ of object A. In Fig. 18, both (c)
nd (d) are images for object A and (e) is for object B. In the
riginal CG image, object B is set taller than object A. In (b),
he bold red line is similar to the dashed blue line and not
he solid line. In Fig. 18(b), object A in the output image has

profile more similar to that of object B in the original
mage rather than to object A in the original image. From
his result, we confirm that the surface of object A in the
utput image expands to the same extent as that of object B

n the original image. This confirms that the surface of ob-
ect A in the output image is enhanced and has almost the
ame 3D appearance as object B.
Sep.-Oct. 20091
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ffect by Using Multiple Light Directions
n the previous section, we compared the output image ob-
ained by the advanced shading approach, which finds a suit-
ble light direction, and with the input image and the output
mage obtained by a fixed upper-left light source direction.
hus, we showed that the 3D appearance effect can be fur-

her enhanced by implementing the process for determining
suitable light direction on the basis of the luminance dis-

ribution in an image as shown in the Variant of Fixed Light
hading Approach (Advanced Shading Approach) section.
owever, there are few situations, which have only one light

ource, and, in many cases, processing using two or more
ight sources may be used to increase the effect given by a
ingle light source. Then, we generated the output image by
dding another light source to the first suitable light direc-
ion selected by our approach.

Next, we compared that image with the input image or
hat obtained by one suitable light direction. Now, when
nother light direction is added to the first suitable light
irection, the strength parameter was adjusted so that the
egree of 3D appearance by using two light directions might
ecome comparable to that obtained using one suitable light
irection. Figure 19 shows an example of the input image,

he output image using one suitable light direction, and that
sing two suitable light directions: (a) and (b) show the

nput image and the output image using one suitable light
irection obtained by our approach and (c) shows the out-
ut image by using the first suitable light direction and a
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igure 18. Hemispheres and luminance profiles along RQ. �a� Position
f objects A and B, and the definition of line RQ. �b� Luminance profiles
long RQ. �c� Object A in original image. �d� Object A in output Image.
e� Object B in original image.
econd light direction, which is perpendicular to the selected

. Imaging Sci. Technol. 050503-1
ight direction. The 3D effect in the output images (b) and
c) is improved compared to the input image (a). Further-

ore, as shown in (c), shade emphasis near an area, which
as difficult to add using only the one light source (the areas
ear the upper or upper-right boundaries in the facial struc-

ure), is improved, and the 3D effect is further increased
sing the two suitable light directions.

From the above result, we think that a more natural
mprovement of 3D appearance can be obtained by using
wo or more light directions compared with the case of using
nly one suitable light direction. However, when using two
r more light sources, it is necessary to select and add the
ther light directions, which increases the 3D effect using
ne suitable light direction, to the first suitable light direc-
ion obtained by our selection approach.

pplication of the Advanced Shading Approach to a
ovie
hen our approach is to be applied to a motion picture, it is

sually implemented individually for the image in each
rame. In this case, a variation in the light direction selection

ay occur from frame-to-frame, owing to the luminance
ariance caused by environmental changes at the time of
hotography, even though the scene change is small. As a
esult, there is a danger of generating artifacts such as a
ickering phenomenon in the movie after processing. Ac-
ordingly in the case where the proposed approach is applied
o a movie, the distribution of the normal vector in an input
mage of a given frame is compared with that in the input
mage of the previous frame, and the light direction is se-
ected appropriately.

For each pixel pi�x ,y�, the cosine cos �i
t of the angle �i

t

etween the normal vector presenting a given frame at time
and the that at the previous frame �t−1� is calculated. The
umber MSumFt ++ of the pixels for which cos �i

t is greater
han the predetermined positive threshold Th2 is calculated.
urther, we determine the ratio MEvalt as shown in the
quation below,

MEvalt =
MSumFt

. �15�

(c)(a) (b)

igure 19. Comparison of the input image, the output image obtained
sing a suitable light direction and that obtained using two suitable light
irections. �a� Input image. �b� Output image using one suitable light
irection �left light: L7�. �c� Output image using two suitable light direc-

ions �left light: L7 and down light: L5�. Available in color as Supplemen-
al Material on the IS&T website www.imaging.org.
Total Number
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n Eq. (15), Total Number shows the total number of the
ixels in an image and the ratio MEvalt shows the ratio of
SumFt to the total number of the pixels in an image. By

omparing MEvalt with a predetermined positive threshold
h3, we determine whether there is any major scene change
s a consequence of modulating the azimuth of the normal
ector. When the ratio MEvalt is smaller than a predeter-
ined threshold, the light direction is not selected for the

resent frame; instead, the light direction vector selected for
he previous frame is employed. Moreover, in the selection
f the most suitable light direction, the light vector is syn-
hesized starting with the light direction vector in the previ-
us time frame. We apply this synthesis process in order to
ecelerate the rapid change in the light direction and to
uppress the flickering phenomenon in output images.

ONCLUSIONS AND FUTURE WORKS
e have proposed a nonphotorealistic shading approach for

he enhancement of the surface shape in 2D images that do
ot have depth information (fixed light direction shading
pproach). This approach consists of three processes:

(p1) assumption of the surface normal;
(p2) shading approach by controlling the azimuth of the

ormal on the basis of the angle between the normal and a
iven light source direction; and

(p3) enhancement of the range of the modified lumi-
ance distribution.

Moreover, we have proposed the selection of a suitable
ight source direction to enhance the perception of the 3D
hape more effectively and also have proposed the advanced
hading approach, which incorporates a combination of the
xed light direction shading approach and the heuristic se-

ection process of a suitable light source direction. First, we
ave demonstrated the performance of our approach by ex-
erimental simulation of natural images and subjective tests

or the fixed light direction shading approach. Second, we
ave investigated the performance of our approach to the
election of a suitable light source direction and also have
emonstrated that the 3D appearance can be further en-
anced by the advanced shading approach. Last, we have
iscussed the performance of our approach by the quantita-
ive evaluation of the CG input image and also have made
isual comparison between the effects of using two light
ource directions and that of using one suitable light direc-
ion only.

In the course of this work, we only investigated the
nhancement of 3D shapes for half-spheres; but, it is also
ecessary to investigate the effectiveness of the proposed ap-
roach for other objects. Therefore, in the future, we will

nvestigate the enhancement of perception of a 3D shape for
he objects such as pyramids or cubes, and, to improve the
ate of selection of the most suitable light direction, we are
equired to investigate the influence of the parameters in
election process.
Moreover, we have investigated the possibility of using

. Imaging Sci. Technol. 050503-1
ultiple light source directions from the point of view of
mprovement of the perception of 3D shape. However, we
eed to investigate the influence of multiple light source
irections more quantitatively, and we also need to investi-
ate the selection of these multiple light directions, whereby
he 3D effect can be further increased. Finally, because the
etermination of surface normal by a bilateral filter is time-

ntensive, we will investigate a potential processes for the
etermining the surface normal more rapidly. Nevertheless,
ur approach enables the addition of newer attractive fea-
ures to displays, which differ from the features of conven-
ional image processing for obtaining high quality.
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