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bstract. In this article the authors propose a color correction sys-
em for images illuminated by multiple light sources. The proposed
ystem can generate an illumination-invariant image under various

ight sources. Such illumination-invariant image acquisition becomes
ossible by adopting a user-defined profile connection space (UD-
CS) that generates custom profiles, which can be used to eliminate

he effect of directional light sources. The proposed algorithm con-
ists of the following steps: (i) input image capture with minimum of
wo light sources and reference Qpcard, (ii) estimation of color cor-
ection matrix and tone reproductive curves, (iii) modifying Interna-
ional Color Consortium profile tags to generate UD-PCS, and (iv)
olor mixture map extraction for fusion of input source images. Ex-
eriments were carried out on several test images with different light
ources in order to prove the utility of the proposed algorithm.

2009 Society for Imaging Science and Technology.
DOI: 10.2352/J.ImagingSci.Technol.2009.53.5.050501�

NTRODUCTION
n the digital world, color is a significant attribute that helps
s to define, understand, and identify objects. Color is an
vent that occurs with the combined presence of a light
ource, an object, and an observer. Any change in one of the
hree sources could result in a different color event. With
ay-to-day increase in digital products and more inventions
ppearing in the marketplace there is always a need to make
ure that colors in these devices are standardized for easy
andling, sharing, and broadcasting. This is one of the main
bjectives of the color management system (CMS). The
MS as shown in Figure 1 makes it possible to share a

ommon image perception among various digital devices.
ithout proper color management a given image may ap-

ear differently depending on the imaging device. In sum-
ary, the role of the CMS is twofold: (i) it attaches a specific
eaning of a color to images to make them unambiguous,

nd (ii) it allows each imaging device to produce the same
olor. To this end the International Color Consortium (ICC)
as come up with a standard ICC-based CMS that has been

eceived Jul. 11, 2008; accepted for publication Mar. 20, 2009; published
nline Aug. 11, 2009.
c062-3701/2009/53�5�/050501/8/$20.00.
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sed to produce visual matching across various digital de-
ices. All ICC-based color management consists of three
ain components:

(1) Profile connection space (PCS) assigns color-
specific, device-independent numerical values.

(2) Profiles relate the PCS color value with the device
color format. This is a very important part of the
entire color management process because the rela-
tionship provided by the profile makes the
interdevice color conversion possible.

(3) The color management module (CMM) performs
all the necessary calculations using the PCS values
and the profile relationship with output device-
dependent color values.

Figure 2 shows a block diagram of the proposed color
orrection algorithm. At the first stage we capture an input
mage that is illuminated by two or more light sources. After
nspecting the image, an approximate direction of the light
ource is predicted, and this direction is used to capture a set
f images at various angles with a Qpcard™ embedded in
he image. (The Qpcard 201 is a color reference card. Some
f the colors are mixed to resemble the spectral response of
olors in real life, e.g., skin, sky, and forest; seven neutral
atches, all of which have an almost straight spectral re-
ponse, are included.)1 Using the Qpcard colors from light
ource images A, B, and A and B, we were able to obtain the
one reproduction curve (TRC) and color correction matrix.
hese estimated correction parameters are later incorporated

n to ICC profile to generate UD-PCS. After color correction
ith UD-PCS we generate color mixture map that will en-

ble us to fuse all input images (A, B, A and B) to produce a
ingle color corrected output. Detailed analysis of each of the

odules in the block diagram is provided in the following
ections of this paper.

ELATED WORKS
he color constancy problem has been a popular research

opic in both human and computer vision areas. Most color

onstancy preserving algorithms have been based on restric-
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ive assumptions including constant illumination.2–4 This
ondition is not always satisfied especially when an object is
lluminated by both a light bulb and daylight. To cope with
his problem various constraints, such as the direction of an
llumination source, measure of color temperature, and sur-
ace constraints, have been incorporated.5–7

The Retinex algorithm partially addresses the issue of
arying illumination.8,9 Retinex tries to eliminate variation
n illumination and computes surface brightness for each of
he three color channels independently. Retinex also assumes
hat within a single color channel small changes indicate
ntensity variation, while large changes indicate color varia-
ion. Therefore the smaller changes within a color channel
an be reduced and larger changes can be reconstructed by
ummation. Unfortunately this method produces an error in
lassifying the intensity changes, which could result in seri-
us mismatch in the recovered result.

Other color constancy methods exploit algebraic infor-
ation in the image, statistical knowledge about light and

olor, geometric models of the color space, etc.10–15 By rep-
esenting surfaces and light sources in the form of linear
ombinations of finite-dimensional basis functions, the color
onstancy solution can be obtained.10,11 Also the color con-
tancy problem has been posed in a probabilistic framework,
nd a Bayesian approach is used to solve the problem.12,13

he neural network approach14 and the correlation
ramework15 tend to clearly pinpoint the uncertainty of the
roblem. Image editors, such as ADOBE PHOTOSHOP,16 have
ffered selection tools to segment regions lit by a single type
f light.

Color constancy by gamut mapping has become popu-
ar since the research of Forsyth.17 He developed an algo-
ithm that solves for color constancy in two stages. The set
f all possible illuminants is first recovered. From the recov-
red feasible set, a single illuminant is then chosen as an
stimate of the unknown scene illuminant. Heuristic ap-
roaches replaced Forsyth’s method using the mean-median
rocess.18,19 The method proposed in this article uses color
rofiles20,21 from images with different illuminant sources
nd generate color corrected image. More specifically the
roposed method computes the proportion of various pixels
sing reference white point and colors instead of choosing a

Figure 1. Color managemen
roper illuminant map.

. Imaging Sci. Technol. 050501-
The major contributions of the proposed method in-
lude the following:

(i) It can estimate light mixture per pixel;
(ii) It can independently control light colors and inten-

sities;
(iii) It can identify the light sources using the color

profiles;

in the modern digital world.
t system
Figure 2. Block diagram of the proposed algorithm.
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(iv) It does not increase the computational load com-
pared with existing methods; and

(v) It does not require technical information on image
processing.

MAGE CAPTURE AND ESTIMATION OF COLOR
ORRECTION PARAMETERS

n this section we will explain the process used to capture
mage and method by which the color correction parameters
ere estimated. For simplicity we base our whole explana-

ion with reference to tungsten �T� and fluorescent �F� light
ources. But the same algorithm can be extended to any light
ource in practice. Technical terminologies for different im-
ges and profiles are summarized in Table I.

mage Capture
iven our T and F light sources, we need to generate a set of
, F, and P images. In order to do that we propose the

ollowing experimental set up. We first capture images with
ifferent light sources using the Qpcard1 color placed accu-
ately in the direction of the incoming light source as shown
n Figures 3 and 4. By doing so we can estimate the differ-
nce in colors caused by each of the light sources separately
hich can be later used in rectifying it. The Qpcard was

Table I. Technical terminologies for different images and profiles.

otation Meaning

ungsten �T� image Image obtained using tungsten light source

luorescent �F� image Image obtained using fluorescent light source

seudo �P� image
Image obtained using mixed tungsten and

fluorescent light sources.

, F, and P profiles
Tungsten, fluorescent, and pseudocolor profiles

respectively

and F sources Tungsten and fluorescent light source respectively

source Mixed tungsten and fluorescent light sources

- and F-stop
Exposure setting for tungsten and fluorescent

light sources, respectively

Figure 3. Block diagram of the proposed color co

flow from left to right.

. Imaging Sci. Technol. 050501-
laced to face at an angle to each of T and F light sources. In
ase of P light source, the Qpcard was placed at the camera
n the right angle direction to the object. In case of using T
nd F light sources the angular shift of the camera can be
ompensated by adjusting the exposure. For the T image
hown in Fig. 4(a) the T-stop was �0.3, and for the F image
hown in Fig. 4(b) the F-stop was �0.5. With such settings
e ensure that the color gamut rendering is properly ad-
ressed. If the exposure setting is not adjusted with respect

o camera’s angular position, many out-of-gamut colors in
he ICC profile can be produced, and these missing color
alues have to be rendered or replaced with different values.
fter acquiring images at desired exposure settings from T,
, and P light sources, we can correct the pixel colors using
olor transformation matrix and channel curve fitting ex-
lained in the following subsection.

olor Correction Parameters
nce we have captured the image, we extract the Qpcard

rom three different images (T, F, and P) and compare it

algorithm, which illustrates step-by-step functional

igure 4. UD-PCS process: �a�–�c� represents the T, F, and P images
ith profile targets placed in the direction of the light source.
nstancy
Sep.-Oct. 20093
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ith a reference Qpcard to get color correction parameters.
igure 5 shows the block diagram of the color correction
lgorithm used in this paper. Tone reproductive curves
TRC) and pixel colors need to be adjusted in order to ob-
ain the color corrected image. For the estimation of TRC,
ix patches located in the Qpcard as shown in Figure 6 are
sed. For each of the Qpcard in T, F, and P images, a func-

ion to fit the R, G, and B color values with the reference
pcard is estimated using curve regression;

�x� = a1f1�x� + a2f2�x� + a3f3�x� + a4f4�x�,0 � x � 1, �1�

f1�x� = 1,f2�x� = x,f3�x� = sin�x�,f4�x� = exp�x� , �2�

here an is an undetermined coefficient and x is the nor-
alized color of the patch. The coefficients in Eq. (2) can be

stimated by minimizing the least-squares difference be-
ween the color values of the selected patches in the T, F,
nd P images, and Qpcard. The color correction matrix is
btained by linear transformation which maps the colors of
he Qpcard in T, F, and P images to those of the reference

pcard colors. The transformation is estimated as follows:

MXYZ = MCrrMXYZ� , �3�

MXYZ = �X1 X2 XN

Y1 Y2 . . . YN

Z1 Z2 ZN
� , �4�

MCrr = �m11 m12 m13

m21 m22 m23

m m m
� , �5�

igure 6. Qpcard patches. Patches 2, 12 and 22 represent the refer-
nce R, G and B colors, and patches 5–10 represent the reference gray

evels for TRCs.

igure 5. Schematic illustration of the TRC and color correction process
or T, F, and P light sources.
31 32 33

. Imaging Sci. Technol. 050501-
MXYZ� = �X1� X2� XN�

Y1� Y2� . . . YN�

Z1� Z2� ZN�
� , �6�

here Xi ,Yi, and Zi denote the colors of the reference chart,
nd Xi� ,Yi�, and Zi� are those of the color patches in the chart
mage. MCrr is the color transformation matrix which maps
he color of the image into those of the reference colors. By
imple rearrangement using singular value decomposition
SVD), we can rewrite Eq. (3) as follows:

�
X1

X2

]

Xn

� = �
X1� Y1� Z1�

X2� Y2� Z2�

]

XN� YN� Zn�
��m11

m12

m13
� , �7�

�
Y1

Y2

]

Yn

� = �
X1� Y1� Z1�

X2� Y2� Z2�

]

XN� YN� Zn�
��m21

m22

m23
� , �8�

�
Z1

Z2

]

Zn

� = ��
X1� Y1� Z1�

X2� Y2� Z2�

]

XN� YN� Zn�
���m31

m32

m33
� . �9�

D-PCS GENERATION AND COLOR MIXTURE
ODEL
D-PCS Generation

n order to be able to recreate the proposed algorithm, the
ital challenge would be to create a UD-PCS which can be
sed as a standard for the P light source images. Estimated
olor correction matrix values can be embedded in the ICC
Ref. 22) profile. These values are incorporated into the pro-
le tags according to the specification of ICC. 1:2004-10:
ediaWhitePointTag is set to the white point adjustment of

he D65 light source. The redMatrixColumnTag,
reenMatrixColumnTag, and blueMatrixColumnTag are
riginally intended to transform the device color space to
CS. The proposed system, however, applies the color cor-
ection matrix MCrr in each of the three color tags as follows:

MCrr = �m11 m12 m13

m21 m22 m23

m31 m32 m33
� �10�
Sep.-Oct. 20094
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=�redMatrixColumnx greenMatrixColumnx blueMatrixColumnx

redMatrixColumny greenMatrixColumny blueMatrixColumny

redMatrixColumnz greenMatrixColumnz blueMatrixColumnz
� . �11�
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hen applying the color correction matrix it is important to
ake into consideration the chromatic adaptation transfor-

ation, since the illuminant of the color device is not equal
o the PCS. ICC. 1:2004-10 recommends the linear Bradford

odel for the chromatic adaptive transformation which is
iven by MCAF;

MCAF = �t11 t12 t13

t21 t22 t23

t31 t32 t33
� = �0.436052 0.385082 0.143087

0.222492 0.716886 0.060621

0.013929 0.097097 0.714185
� ,

�12�

MCrr
CAF = MCrrMCAF , �13�

here MCrr
CAF represents the color correction matrix after

hromatic adaptive transformation. Tone reproductive con-
rol tags: the TRC’s for each of the three color channels are
reserved in each of rTRCTag, gTRCTag, and bTRCTag. The
stimated R, G, and B channel curves are used to map the
nput color pixels to output color pixels using a one-
imensional look-up table (LUT) as follows:

redTRC�i� = gR�xi� , �14�

greenTRC�i� = gG�xi� , �15�

blueTRC�i� = gB�xi� , �16�

here i represents the number of color pixels. Figure 7 gives
chematic representation of the above algorithm and Table II
epresents the ICC profile tag structure.

olor Mixture Model
he UD-PCS which makes use of modified profiles with
olor correction information can be applied to T, F, and P
ource images to obtain corresponding color corrected im-
ges. In order to obtain the final color enhanced image the
Figure 7. Generation of color correcte

. Imaging Sci. Technol. 050501-
roposed algorithms uses a color mixture model to fuse
hese three color corrected images (Figures 8 and 9). The
olor mixture map can be obtained by measuring the dis-
ance of the white point in the T, F, and P source images
ompared with the reference chart white color as shown in
ig. 3. This color difference (delta E) enable us to estimate
he proportion of color in each of T, F, and P images re-
uired to produce the final fused color enhanced image;

dET = WpR − WpT , �17�

dEF = WpR − WpF , �18�

dEP = WpR − WpP , �19�

here �dET ,dEF ,dEP� and �WpT ,WpF ,WpP� represent the
E color difference for T, F, and P images, and Wp repre-

ents the reference white point. Finally the color mixture
roportion can be obtained as

Table II. ICC profile tags.

ag Signature Data type

ediaWhitePointTag wtpt XYZType

ediaBlackPointTag bkpt XYZType

opyrightTag cprt multiLocalizedUnicodeTag

rofileDescriptionTag desc multiLocalizedUnicodeTag

edMatrixColumnTag rXYZ XYZType

reenMatrixColumnTag gXYZ XYZType

lueMatrixColumnTag bXYZ XYZType

edTRCTag rTRC curveType

reenTRCTag gTRC curveType

lueTRCTag bTRC curveType
d output image using UD-PCS.

Sep.-Oct. 20095
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Iout =
Tcorr

dET/dET + dEF + dEP

+
Fcorr

dET/dET + dEF + dEP

+
Pcorr

dET/dET + dEF + dEP

, �20�

here �TCorr ,TCorr ,PCorr� represent the color corrected im-
ges for T, F, and P light sources and Iout

Corr represent the final
used image. For the ideal case where each source image
ontributes equally we have that

dETorForP

�dET + dEF + dEP�
= 0.33. �21�

-Channel Reversal
he color mixture process among various channels may re-

ult in significant errors including block artifacts and color
ismatching. Block artifacts are most commonly the result

f using a compression standard such as JPEG, whereas color
ismatching usually occurs in transition edge boundaries as

hown in Figure 10. Since most artifacts are highly related
ith pixel intensity than color values we replace the L chan-
el with the original P image. The L-channel replacement
an reduce color mixture artifact as shown in Fig. 10.

XPERIMENTAL RESULTS
xperiments
he proposed algorithm has been tested on both studio and

eal scene images. In all cases the illumination source con-

igure 8. Color difference between Qpcard colors in T source image
nd reference chart. The color difference of white point location is used in
omputing the color mixture map which is used to fuse T, F, and P source
mages.

Figure 9. Pixel assignment process. The pixels from

proportions and merged to form the final image.

. Imaging Sci. Technol. 050501-
ists of tungsten light coming from one direction mixed with
uorescent light coming in the other direction along with
aylight. For the qualitative evaluation of the results we have
sed a color scatter plot in the a-b color space as well as the
olor mixture map for image. Figures 11(a)–11(c) show im-
ges taken with T, F, and P light sources. Figures
1(d)–11(f) show color mixture maps from the correspond-
ng images shown in Figs. 11(a)–11(c), respectively. We note
hat Fig. 11(d) has the highest error on the left side and
ig. 11(e) has the highest error on the right side. This indi-
ates the illumination on either side of the images has been
ounterattacked by the color profile and the mixing process.
igure 11(g) shows the image finally obtained by the mixture
f the three color channels using proportions from Figs.
1(d)–11(f). The color scatter plot of the final images is
hown in Figures 12 and 13 for qualitative comparison. As
hown in Fig. 12(a) the scatter plot is not uniformly distrib-
ted across the a-b color domain space thereby indicating

ower color quality of the images. On the other hand as
hown in Fig. 12(b), the proposed method tends to distrib-
te the colors more uniformly for higher visual quality.

Finally we have presented additional qualitative visual
omparison in regions of color gradients or transition. In
hese regions the original images with multiple illuminant
ources produce scatter plots as shown in Fig. 13(a), where
he color distribution is more evenly distributed, whereas the
deal case requires more compact distribution for proper vi-
ual quality. As shown in Figs. 13(b) and 13(c) the color
istribution should be more spread out for the visual quality

o be as good as that of the proposed method. Similar test
esults are shown for synthetic test images in Figure 14. The
ynthetic test images were generated using a Canon D-10
amera with light settings tuned to fluorescent and tungsten.

ith these settings we were able to generate images outside
he white box and provide high quality images. Similar test
esults using the proposed algorithms were carried out on
ome natural indoor and outdoor images as shown in Figs.
4(a) and 14(b), respectively.

erformance Comparison
e have tested the proposed algorithm with different sets of

ight sources in addition to tungsten and fluorescent used in
he original version. Light sources tested include Horizon
1750 Lux, 6319K), CWF (1606 Lux, 3970K), A (1969 Lux,

pixel-corrected image are selected in appropriate
each
Sep.-Oct. 20096
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863K), U30 (1675 Lux, 2843K), and D-65 (1660 Lux,
319K). Since one of the main contributions of our paper is
o deal with generation of UD-PCS, we have compared the
erformance of our method with some standard off the shelf
rofiling tools which includes PROFILE MAKER™ and I-1 as
hown in Table III.

ONCLUSIONS
n this article we have proposed a color constancy approach
sing the color profile correction method. The proposed
ethod is easier to apply to images and does not require an

xcessive computational load. The color correction process

igure 12. Color scatter plot. �a� P image, �b� P image after applying
he proposed method. The colors are uniformly distributed over the color
pace.

igure 13. Color scatter plot at specific regions of the image. The
above” images in �a�-�c� represent the scatter plot of the original P image
nd “below” images show the difference after the color constancy algo-
igure 10. L-channel reversal process. �a� P image, �b� Fused final im-
ge, �c� parts of the image with color mixture artifacts, �d� LAB channels
igure 11. Experimental results: �a� T source image, �b� F source image,
c� P source image, �d�–�f� color mixture map of T, F, and P source
mages, and �g�–�h� final fused image before and after L-channel
ithm have been applied.

Sep.-Oct. 20097
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an be effectively adapted to UD-PCS to build an ICC color
rofile. The color mixture map further improves the accu-
acy of the algorithm. Future work will be focused on mak-
ng quantitative comparison with existing relevant algo-
ithms including gamut mapping, constraint-based, and
omputational methods to name a few. Another useful ex-
ension would be to include three-dimensional objects and
o apply the proposed algorithm to them.

igure 14. Experimental results on �a� indoor, �b� outdoor, and �c� syn-
hetic images.

able III. Root-mean-square error comparison of the proposed algorithm with stan-
ard profiling software.

ight Sources PROFILE MAKER I-1 Proposed method

-CWF 119.4761 67.7193 53.0244

WF-HORIZON 127.2063 81.3686 53.2583

WF-U30 121.8296 69.035 59.539

65-A 106.7238 39.8982 35.9207

65-CWF 103.0539 35.5892 31.9188

65-U30 108.719 45.3516 42.1452

ORIZON-A 122.0171 70.1249 41.2256

ORIZON-U30 154.8729 123.3306 52.9711

30-A 130.1626 83.9268 53.8381
. Imaging Sci. Technol. 050501-
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