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Abstract. Visual cryptography scheme (VCS) is a secure method
that encrypts a secret image by breaking it into shadow images. Due
to the nature of encryption there are two types of VCS: one is the
deterministic VCS (DVCS), and the other is the probabilistic VCS
(PVCS). For the DVCS, we use m (known as the pixel expansion)
Subpixels to represent a secret pixel. The PVCS uses only one
subpixel to represent a secret pixel, while the quality of recon-
structed image is degraded. It is evident that one can combine both
VCSs simultaneously over shadow images to develop their speciali-
ties: the DVCS retains the resolution and the PVCS considerably
reduces the shadow size. This article has two main contributions: (1)
the authors prove that this two-in-one VCS still satisfies the contrast
and security conditions of VCS; (2) the authors show how to arrange
subpixels with two different pixel expansions to retain the visual
quality of reconstructed image. © 2008 Society for Imaging Science
and Technology.
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INTRODUCTION

For the (k,n)-threshold visual cryptography scheme (VCS),
a secret image is encrypted into n shadow images (shadows)
by expanding each secret pixel into m (known as the pixel
expansion) subpixels. Any k participants may print shadows
on transparencies and stack them on the overhead projector.
Finally, one can visually decode the secret by the human
visual system (HVS) without the help of hardware and com-
putation. However, stacking k—1 or fewer shadows will not
gain any information. This distinctive property of easy de-
coding can be used to securely and cheaply share the
printed-text secret image, e.g., the password, where no com-
puter assistance is available or desirable. The first VCS strat-
egy was to encrypt the black-and-white secret image
into noise-like shadows." The authors used the whiteness
(the number of white subpixels in a m-subpixel block)
to distinguish the black color from white color, i.e.,
“m—h"B“h” W (respectively, “m—1"B“1]” W) represents a
white (respectively, black), where h>[. Afterwards, size-
reduced VCSs schemes were proposed.”” Some of them
even had no pixel expansion (i.e., m=1); these schemes are
known as the probabilistic VCS (PVCS).>” The PVCS
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adopts the probabilistic strategy which uses different fre-
quencies of whiteness in black and white areas to distinguish
the color. The secret image can be reconstructed although
the edge is blurred. The conventional VCS with the fixed
m (>1), unlike the PVCS, is called the deterministic VCS
(DVCS).

Generally, for processing gray or color secret images, a
trivial solution is to convert the secret image into a binary
image by the halftoning technique, and then process it using
the black-and-white VCS.*’ Other VCSs for sharing the
gray and chromatic secret images were subsequently
proposed.'®™* Lukac and Plataniotis introduced simple op-
erations in the bit-plane for sharing the secret image without
affecting its quality.”'® Other secret image sharing frame-
works based on (k—1)-degree polynomials were proposed to
reconstruct the original secret image.'”'® However, they need
complex computation, the Lagrange polynomial, to recover
the secret. Lin and Tsai'” embedded the shared bits and au-
thentication bit in a 4-pixel block to achieve steganography
and authentication simultaneously. Afterwards, Yang et al.*’
solved the authentication weakness in Ref. 19 to address the
dishonest participant problem. Recently, Chang et al.”! fur-
ther enhanced this authentication ability by application of
the Chinese remainder theorem. By using a specific dither-
ing transformation, Jin, Yan, and Kankanhalli** designed a
two-in-one VCS which has two decoding options. The first is
stacking to get a vague reconstructed image like VCS, and
the second is to reconstruct the perfect secret image by a
dithering look-up table. However, the pixel expansion is 9.
Lin and Lin® and Yang and Chen* combined VCS and
polynomial-based secret sharing to design new two-in-one
VCSs with the small pixel expansion. Due to the uniqueness
of VCS (direct decoding by HVS) and more visual data in
the modern visual communication, we believe that there will
be more and more intended applications of VCS in the fu-
ture. Up to now, the VSS technology has been adopted in
many applications such as digital image indexing,
watermarking, securing display, and embedding private
information.”

Most researches on VCS are dedicated to find the mini-
mum m and simultaneously maintain the contrast of the
reconstructed image. DVCS and PVCS have their respective
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abilities. The DVCS provides good contrast for the recon-
structed image, while the PVCS has a small shadow size.
This article introduces the DPVCS by combining the DVCS
and the PVCS to trade contrast for shadow size.

PRELIMINARIES

DVCS and PVCS

Our new scheme is a hybrid of DVCS and PVCS. Two VCSs
are properly combined to develop their specialties and over-
come their drawbacks. In this subsection we briefly describe
these two elements of our new DPVCS.

The (k,n)-Threshold DVCS'

A black-and-white (k,n)-threshold DVCS can be designed
using two black and white n X m base matrices, By and By,
with elements “1”7 and “0” denoting black and white
subpixels. When sharing a black (respectively, white) secret
pixel, the dealer randomly chooses one row of the matrix in
the set Cp (respectively, Cyy) including all matrices obtained
by permuting the columns in By (respectively, Byy) to a rela-
tive shadow. Let OR(Bg|r) (respectively, OR(Byy|r)) denote
the “OR”-ed r rows in By (respectively, Byy), and H(-) be the
Hamming weight function. Then, a (k,n)-threshold DVCS
should satisty the following contrast and security conditions:

(D = 1)H(OR (Bg|r)) = (m — 1) and H( OR(By|r))
< (m—h)) for r =k, where 0 <1

<h<sm.

(D — 2)H(OR (Bg|r)) = H(OR(By]r)) for r< (k—1).

The (k,n)-Threshold PVCS with No Pixel Expansi0n6

A black-and-white (k,n)-threshold PVCS can be designed
using the black set Cy and white set Cj,, including n X1
column Boolean matrices. When sharing a black (respec-
tively, white) pixel, the dealer first randomly chooses one
column matrix in Cy (respectively, Cj,), and then selects the
row of this column matrix to a relative shadow. Let
OR(Cg|r) (respectively, OR(Cy,|r)) denote the sets of the
OR-ed r rows in the column matrices of Cj (respectively,
Cy), and P(:) be the appearance probabilities of the 0
(whiteness). The (k,n)-threshold PVCS is considered valid if
the following contrast and security conditions are met:
(P-1)P(OR(C| 1)) < (pry— @) and P(OR(Cy,|r))=pry for
r=k, where pry is a threshold probability and « is a relative
difference.

(P-2)P(OR(Cy|r))=P(OR(Cy,|r)) for r<(k-1).

Example 1: Construct the (2, 2) DVCS and the (2, 2)
PVCS, respectively. The secret is a printed-text
image (National Dong Hwa University).

The (2, 2) DVCS of (m,h,l)=(2,1,0) can be con-
structed using BIZ[(I,(I)] and BOZ[}g]. It is observed that
H(OR(Bg|2))=2 and H(OR(By|2))=1. So, the black color
is 2B and the white color is 1BIW (or 1W1B) in the recon-
structed image. Each shadow contains 1B1W or 1W1B with
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(b-1) P1 and P2

" (b-2) P1+P2

Figure 1. (2, 2) DVCS and (2, 2) PVCS; the secret image is a printed-

text INDHUJ: (a) the DVCS: two shadows D1, D2 and the reconstructed
image D1+D2, (b) the PVCS: two shadows P1, P2 and the recon-
structed image P1+P2.

the same frequencies since H(OR(By|1))=H(OR(By|1))
=1, and so that one cannot see anything from his own
shadow.

The (2, 2) PVCS of pyy=0.5 and a=0.5 can be con-
structed using Cp={L"1,[} 1} and C},={[}LLJT} 1t is evi-
dent that P(OR(Cg|2))=0 and P(OR(C;,/|2))=0.5 satisfy the
contrast condition, and P(OR(Cy|1))= P(OR(Cy,|1))=0.5
satisfies the security condition. Two shadows (D1 and D2) of
DVCS and the reconstructed image (D1+D2) are shown in
Figure 1(a). Figure 1(b) shows two shadows (P1 and P2) and
the reconstructed image (P1+P2) for the PVCS. PVCS has
no pixel expansion, i.e., the sizes of the shadow image and
the secret image are the same, while the shadow size of
DVCS doubles that of PVCS. However, the contrast of
Fig. 1(b-2) is not compared with that of Fig. 1(a-2). The
detailed edge of text in Fig. 1(b-2) is blurred.

The (k,n)-Threshold PVCS with Adjustable Pixel Expansion’
The PVCS in Ref. 6 has no pixel expansion, i.e., a single
secret pixel is represented by a single subpixel. Cimato et al’
randomly choose m’ € [1,m] columns to form the sets Cy
and Cj,. This strategy can adjust the pixel expansion be-
tween 1 to m for trading the shadow size with the contrast.
Cimato et al.’s PVCS with m’ is also a PVCS (see below and
in Ref. 7).

Example 2: Construct Cimato et al.’s (2, 3) PVCS with
adjustable m’ € [1,3] using the base matrices

100 100
Bz=[010| and By =] 100
001 100

where (m,h,1)=(3,2,1).

Cimato et al.’s (2, 3) PVCSs with m’=1 and 3 are the
PVCS in Ref. 6 and the DVCS in Ref. 1, respectively. We
could choose any two columns from By and By to construct
Cy and Cy, for Cimato et al.’s (2, 3) PVCS with m'=2 as
follows:
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10 10| | 00

cr=1lo1],|o00f|10

00| |01 01

and

(r T 11 1

10 10 | 00

Cyy=1|101,] 10],] 00
| 10 10| | 00 ]

It can be easily verified that, P(OR(Cy,|2))=2/3>
P(OR(Cj|2))=1/3 satisfy the contrast condition, and
P(OR(Cj|1))=P(OR(CY,|1))=1/2 satisfy the security con-
dition. Cimato et al.’s (2, 3) PVCSs with m'=2 is a compro-
mise of the (2, 3) DVCS of m=3 and (2, 3) PVCS of m=1.

Motivation and Contribution
The goodness of a VCS is often measured in terms of the
pixel expansion and the contrast. However, DVCS and PVCS
have the opposite characteristics. DVCS achieves the high
resolution of the reconstructed image but causes a large
shadow size. Although PVCS has a small shadow, it yields a
vagueness in visual quality in the reconstructed image. To
make VCS more suitable for applications, it is reasonable to
design a VCS with the capability that trades the contrast for
the shadow size. There are two previous VCSs with this trad-
ing ability. One is Cimato et al.’s PVCS’ (see above), and the
other is the size-adjustable VCS (Ref. 31) which is a fusion of
DVCS and the PVCS, described in Ref. 6. However, Cimato
et al.’s PVCS loses the deterministic feature that a secret pixel
is represented by the actual representation (all m subpixels of
the original DVCS). The size-adjustable VCS proposed by
Yang and Chen is suited only to the (k,k) and the soft-
threshold (k;~ky,n) VCSs. The soft-threshold scheme
means that k-out-of-n may or may not reveal the secret
when k; <k<ky, but the image is always recovered when
k= k; no information is gained when k <<k

In this article, we also study the trading ability of VCS to
provide for a trade-off between. By combining the DVCS
and Cimato et al.’s PVCS in shadow images simultaneously,
we design a hybrid DPVCS. Our scheme has better contrast
than Cimato et al.’s PVCS, and is a general (k,n) scheme
overcoming the weakness of size-adjustable VCS.

More in detail, our main contributions are summarized
as follows.

« First, we propose a methodology that combines DVCS
and PVCS.

+ Second, we theoretically prove that the DPVCS satisty
(P-1) and (P-2) (contrast and security conditions) of
PVCS. So our DPVCS still holds the property of VCS.

« Third, we give a contrast measurement when combing
DVCS and PVCS.

THE PROPOSED (k,n)-THRESHOLD DPVCS

Design Concept

The different types of VCSs result in distinct characteristics.
The pixel expansion of DVCS is fixed and large enough to
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represent the detail of secret image, while the pixel expan-
sion of Cimato et al.’s PVCS is adjustable for reducing the
shadow size. When combining DVCS and PVCS to deign
our DPVCS, we should carefully consider the problem. How
to combine DVCS and PVCS? Notice that the size-adjustable
VCS in Ref. 31 also uses DVCS and PVCS. However, it is
only a soft (k,n) VCS because it combines them by a hier-
archical way. From this observation, we need to combine
both VCSs in the shadow image simultaneously. At this time,
the combination of DVCS and PVCS presents another prob-
lem: how to arrange the subpixels for DVCS and PVCS in
shadows such that they perform the appropriate roles, i.e.,
the DVCS improves the contrast and the PVCS reduces the
shadow size.

Let the pixel expansions of the DVCS and PVCS be m
and m’, respectively. To make sure these subpixels with dif-
ferent m and m' can be arranged properly in shadow image,
we define the following arrangements. Let the symbolic no-
tation D] (respectively, [P)) represent the operation that en-
crypts m' (respectively, m) secret pixels by the DVCS (re-
spectively, PVCS). For convenience, we also use the
notations [D] and P| to indicate the areas including subpixels.
Then, proceed D] and [P] alternately in the interlaced pattern
(Figure 2(a-1)) or the regular pattern (Fig. 2(a-2)). Finally,
there are (100X m')/(m+m')% secret pixels encrypted by
the DVCS and (100 X m)/(m+m’)% secret pixels encrypted
by the PVCS, respectively. Because @ and @ are all
(m X m") subpixels, the corresponding locations of subpixels
and the secret pixels can be matched exactly. Another ar-
rangement for these subpixels with different m and m’ uses
the DVCS and the PVCS 50/50 in a shadow image. Nota-
tions and [P, | are alike, except encrypting a single secret
pixels. Then, the interlaced and regular patterns for the op-
erations of and [P,] are shown in Figs. 2(b-1) and (b-2).
Also, and have (m+m') subpixels, and then
the arrangement can retain the co-locations between secret
pixel and the subpixels.

It is evident that the average pixel expansion is
mXm'/[(m+m')+m' Xm/(m+m')=2m'm/(m+m’)
when using @ and @ On the other hand, the average pixel
expansion is m X 1/2+m’' X 1/2=(m+m')/2 when using
and [P,]. All these patterns have the following features:
(1) the DVCS operations @ and are located alternately
or continuously in every row and every column; (2) these
subpixels with two different pixel expansions are arranged in
orderly fashion over the entire shadow; and (3) there are
(100X m)/(m+m')% and 50% for |E and , respectively.
The first feature lets the DVCS can retain the actual repre-
sentation (all m subpixels) in each direction. The second
feature achieves a more relative position between the secret
pixels and subpixels to avoid distortion. Both features enable
the proposed DPVCS to provide high contrast. The latter
feature reduces the shadow size.

Encoding Procedure of DPVCS
Encoding procedure of the (k,n)-threshold DPVCS is de-
scribed as follows. Some notations are defined as:

I: The secret image with size |I

>
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i mxm' subpixels

~l
|

1 2 m'

E m subpixels | m subptxels] I m subpixels

1 2 m
E |m'subpixe]s]m'subpixelsl_::: lm'subpixe]sj

DP|D|P DIPID|P
PIDIP|D DIFP|D|F
DIF|D|P DIFP|D|F
P D|IP|D DIF|D|F
: \\ : \\
: :
(a-1) (a-2)
| m+m' subpixels
| 1 2 |
D, | B| | m subpixels |m'subpbtels
L1 2
IPII D, I [ subpixels| m subpixels |
D, |E| D |R D, [E| D |K
Pl Dl PJ. D1 Dl Pl D1 Pl
D, |B| D, (B D, (B D [
E| D (B D D R D [k
' N ' N
(b-1) (b-2)

Figure 2. Arrange the subpixels generated from the DVCS and the PVCS
alfernately according: (a-1, b-1) the inferlaced pattern, (a-2, b2) the
regular pattern.

IP: Use the interlaced pattern in Fig. 2(a-1) and apply
the operations @ and @;

RP: Use the regular pattern in Fig. 2(a-2) and apply the
operations [D] and [P}

IP,: Use the interlaced pattern in Fig. 2(b-1) and apply
the operations [D/] and [P}

RP;: Use the regular pattern in Fig. 2(b-2) and apply the
operations and [P}

S;: The n output shadows with size (2mm'/ (m+m') X
[1|) when using IP and RP, or

((m+ m')/2 X |I) when using IP; and RP;, i € [1,n].

Encoding Procedure
Input: [, m and m’.
Note that m' can be chosen from 1 to m; however, when
choosing m'=m DPVCS is reduced to DVCS.
Output: S;, ie[1,n].
Stepl: Choose one of the pattern: IP, RP, IP;, or RP;.
Step2: According the chosen pattern, encode the secret

pixels by the operations [D], [P, [D,} and [P,].
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Step3: Output S;, i e [1,n].

Theorem: The proposed (k,n) DPVCS from the encod-
ing procedure is a (k,n)-threshold VCS.

Proof: Our DPVCS scheme is a hybrid of the DVCS
with m and Cimato’s VCS with m’ (1<m’<m). Because
the DVCS is also Cimato’s schemes with m’ =m, the DPVCS
can be considered as the combination of two Cimato’s
schemes with two different m'. Therefore, we only prove the
DPVCS to satisfy the contrast and security conditions (P-1)
and (P-2).

We first prove (P-1). When stacking r (=k) shadows, we
have H(OR(Bg|r))= (m—1I) and H(OR(By|r))<(m—h) in
the areas [D|and . Then, the whiteness probabilities of the
black color is calculated as

P(OR(Cg|r)) = (m — H(OR(Bg|r)))/m < (m — (m — 1))/ m
=I/m. (1a)

By the same approach, we have

P(OR(Cyl|r)) = (m — H(OR(B,|r)))/m = him. (1b)

On the other hand, consider the areas [P] and [P,] Since
Cimato’s VCS with m’ comes from DVCS with
H(OR(Bg|r))=(m—1) and H(OR(Byy|r)) < (m—h) by ran-
domly choosing any m’ columns. Therefore, a m-tuple vec-
tor of OR (C}| ) contains (<I) white subpixels and (=m—1)
black subpixels. Suppose a sample of m' elements is ran-
domly selected from a m-tuple vector of OR (Cy|r). Let the
random variable denote the number of whiteness is chosen
in the sample. Then this random variable is a hypergeomet-
ric random variable with the probability density function
flx)=( i)(,::lx)/ (;") Therefore, the whiteness probability of
the black color can be determined as

’

P(OR(Cylr)) < 2 (x/m') X fix)
x=1
“ ! —1
:wm,)x()("i )/(’“)
=1 x)\m —x m
w30 /2
— \x/\m —x m

=1/m' X (m' X I/m)=1/m. (2a)

(Note: Ef;lx(i)(ﬁii)/(z,)z(m’ X 1/m) is the mean of the
hypergeometric distribution).

By the same approach, we have
P(OR(Cyy|r)) = him. (2b)

From Egs. (1a), (1b), (2a), and (2b), our DPVCS has the
whiteness probabilities in the black area (respectively, white
area) <I/m (respectively, =h/m). Set pry=1/m and a=0,
then the whiteness probabilities in DPVCS satisfy (P-1)
when stacking r (=k) shadows.
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Next, we prove (P-2). In @ and . Suppose
H(OR(Bg|r))=H(OR(Byy|r))=(m—w) when stacking r
(<k-1) shadows. Then, the whiteness probabilities
P(OR(Cy|r)) and P(OR(Cyy|r)) are calculated as

P(OR(Cg|r)) = (m — H(OR(By|r)))/m

=(m—(m—-w)/m=wim, (3a)

P(OR(Cyy|r)) = (m — H(OR(By|r)))/m = w/m. (3b)

Consider the areas E] and . Use the same approach of

obtaining Egs. (2a) and (2b); for the case the probability
density function f'(x)= (Z)(:;__t) /(;Zl/ ), and then the value of

P(OR(C}|r)) is calculated as

’
m

P(OR(Cylr) = 2 (x/m") X f (%)

x=1

S (7)) /(2]
() /()

=1/m' X (m' X w/m) = wi/m. (4a)
Since H(OR(Byy|r))=H(OR(Bg|r)), we also have
P(OR(CYy|r)) = (w/m). (4b)

From Egs. (3a), (3b), (4a), and (4b), our DPVCS has the
same whiteness probabilities in the black and white areas
when stacking r (<k—1) shadows. So the condition (P-2) is
proved.

EXPERIMENT AND COMPARISON

Experimental Results

Three experiments are conducted to evaluate the perfor-
mance of DPVCS. Experiment A shows the (2, 3)-threshold
DPVCS using (m,h,1)=(3,2,1) and four arrangement pat-
terns IP, RP, IP;, RP;. Experiment B employs the
(2, 3)-threshold DPVCS using (m,h,1)=(3,1,0) to demon-
strate the effects for different h, I, and m. The tested image
in experiments A and B is a simple black/white
printed-text . In experiment C we use a natural gray
image House to test the proposed DPVCS. From these ex-
perimental results, we can also evaluate our ability to trade
off between contrast and shadow size.

In the above experiments, we adopt the printer/print
setting of 600 dpi, which is a common default setting for
commercial laser printers. We photocopy each pattern on a
separate transparency. Afterwards, we align them carefully,
and project the result with an overhead projector to decrypt
the secret message. We do not need to use the overhead
projector in the decoding phase, as the secret image can still
be visually revealed by directly stacking transparencies. The
overhead projector is merely used to enhance the luminance
for easy visualization. All experiments we do can be repro-
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(1=, w “g=ur)

(g=,w ‘g=ur)

Figure 3. Reconstructed images of the (2, 3)threshold DPVCS using
(m,h,h=(3,2,1); four patterns, IP. RP, IP,, RP;, are tested; the secret

image is a printedtext NDHU|: (a-1, a-2) pixel expansion=1.5, (a3,
a4) pixel expansion=2, (b-1, b2) pixel expansion=2.4, (b-3, b-4)
pixel expansion=2.5.

duced correctly when using the above approach. However, to
speed up the viewing process, one can use a GIMP image
editing tool instead of overhead projector to superimpose
shadows, and visually decode the secret on screen. For sim-
plicity, most papers on VCS have adopted the latter approach
to show their experimental results.

Experiment A: Construct the (2, 3)-threshold DPVCS
using the base matrices

100 100
Bz=|010| and By, =100,
001 100

where (m,h,1)=(3,2,1). Four patterns, IP, RP, IP,,RP,, are
tested.

Since m=3 and m’' €[1,3] if we choose m’'=3 the
DPVCS is reduce to the DVCS with m=3. Two combina-
tions of pixel expansions are used: (m=3, m'=1) and
(m=3, m'=2). Figures 3(a-1) and (a-2) show the recon-
structed images using (m=3, m’'=1) for the patterns IP and
RP, respectively. The secret pixels encrypted by the DVCS
and PVCS are (100Xm')/(m+m')%=25% and (100
Xm)/(m+m')% =75%. The average pixel expansion is 1.5
(=3X25% +1X75%). Figures 3(a-3) and (a-4) are the re-
sults for the patterns IP; and RP;; there are half and half
secret pixels encrypted by the DVCS and the PVCS and the
average pixel expansion is 2 (=3 X50% +1 X 50%). The re-
constructed images using (m=3, m'=2) for these four ar-
rangement patters are shown in Fig. 3(b). The pixel expan-
sions are 2.4 (using IP and RP) and 2.5 (using IP; and RP,).
From experimental results, it is observed that the larger
shadow has the clearer reconstructed image. Our DPVCS is
provided with the trading capability.

Experiment B: Construct the (2, 3)-threshold DPVCS
using the base matrices
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T (0-3) I T (b-4) RP,

Figure 4. Reconsiructed images of the (2, 3)hreshold DPVCS using
(m,h,h=(3,1,0); four_patterns, IP, RP. IP,, RP,, are tested; the secret
image is a printedext INDHU|- f-], a2) pixel expansion=1.5, (a-3,
a-4) pixel expansion=12, (b-1, b-2) pixel expansion=2.4, (b-3, b-4)

pixel expansion=2.5.

110 110
By=[011| and B,=|110],
101 110

where (m,h,1)=(3,1,0). Do the same test in experiment A.

Experiment B has the same pixel expansion as experi-
ment A and achieves better contrast, owing to the whiteness
“I=0 in experiment B, i.e., the black secret pixels are all
represented as black subpixels. Here, we give a more in-
depth discussion regarding the contrast. By the previous the-
oretical contrast definition (h—1)/m in Ref. 1, the contrasts
for the DVCS with (m,h,l)=(3,1,0) and the DVCS with
(m,h,1)=(3,2,1) are all 1/3 (Figure 4). Subsequently, Eisen
and Stinson®® demonstrated that the definition in Ref. 1 is
inadequate and gave a new one, (h—1I)/(m+1). According
this new definition, the DVCS of (m,h,l)=(3,1,0) has con-
trast 1/3, better than 1/4 of (m,h,l)=(3,2,1). The inconsis-
tency between these two definitions occurs due to personal,
subjective opinion. However the case =0, i.., all black
color, is more sensitive by HVS. Therefore, the definition
(h=1)/(m+1) is more suited to the real situation. The pro-
posed DPVCS is constructed from the DVCS and Cimato’s
PVCS which also comes from the DVCS. Therefore, the con-
trast for the DVCS of (m,h,l)=(3,1,0) is better than for the
DVCS of (m,h,1)=(3,2,1), and it implies that the DPVCS
in experiment B will have the better contrast than
experiment A.

Experiment C: Use the natural image House to test
both (2, 3)-threshold DPVCSs in experiments A and B.

Figures 5(a-1), 5(a-2), 5(b-1), 5(b-2) use the DPVCS
(m=3, h=2, I=1, m’"=1) but Figs. 5(a-3), 5(a-4), 5(b-3),
5(b-4) use the DPVCS (m=3, h=1, I=0, m'=1). Figures
5(c) and 5(d) are similar to Figs. 5(a) and 5(b), respectively,
but use m’ =2. It is observed that the DPVCS in experiment
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Figure 5. Reconstructed images of the (2, 3)+threshold DPVCS; the secret
is a natural image House: (a-1, a2, b-1, b-2) using m=3, h=2, I=1,

m'=1, (-3, a4, b3, b-4) usingm=3, h=1, /=0, m'=1, (c-1, c2, &1,
d-2) using m=3, h=2, I=1, m'=2, (c-3, c4, d-3, d-4) using m=3,
h=1,1=0, m'=2.

B (I=0) has better contrast than the DPVCS in experiment
A (I=1). Which pattern is more capable of achieving high
contrast is not absolute, e.g., the edges of House in
Fig. 5(b-1) (using the interlaced pattern) is clearer than
Fig. 5(b-2) (using the regular pattern), but Fig. 5(b-2) has
more color levels in the shade of eaves. This observation is
reasonable. When the shape, pattern, and resolution of the
secret image just match the arrangement pattern, the recon-
structed image may be clearer.

Comparison

It seems that the size-adjustable VCS in Ref. 31 is the first
VCS combining DVCS and PVCS to trade-off between
shadow size and contrast. Both VCSs are cascaded by a hi-
erarchical operation > which uses the output shadows of the
previoius scheme as the input secret of the next scheme. Let
Dk, n,) and Pg_,, ) be the (k;,n,)-threshold DVCS and the
(k,,n,)-threshold PVCS with the pixel expansion m and 1,
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Table 1. The pixel expansions for various V(Ss for m=10 and 1<m’ <10.

(VCSs\m") ] 2 3 4 5 6 7 8 9 10
DVCS 10 10 10 10 10 10 10 10 10 10
PVCs* 1 1 1 1 1 1 1 1 1 ]
Gimato ef al’s PVCS" 1 2 3 4 5 6 7 8 9 10
DPVCS using D] and P 1.8 3.3 4.6 57 6.7 15 8.2 8.9 9.5 10
DPVCS using D | and P 5.5 6.0 6.5 7.0 1.5 8.0 8.5 9.0 9.5 10
“References 6 and 7.
bReference 14.
respectively. A soft-threshold (k; ~ kg, n) VCS is constructed 10

bY D(kl’"l) >P(k2,n2)> where kLZkl X kZ,kUZ(kl— 1) Xn,+
(n,—k;+1) X (ky—1)+1 and n=n, X n, (see Theorem 2 in
Ref. 31). This term “soft” means that k-out-of-n may reveal
the secret image or not when k; <k <<k, but always recov-
ers the image when k=ky and no information is gained
when k<ky. When n,=k, and n,=k,, the soft-threshold
(k;~ky,n) VCS is reduced to the (k,k) VCS where
k=k; X k,. For example, D3 >Pn3 and D@, >Pg3)
yield the (4-7, 9) VCS and (6, 6) VCS, respectively. This
size-adjustable VCS is designed only for some values of k
and n, and it is not a general (k,n)-threshold VCS, e.g., the
(2, 3) VCS in our experiments cannot be implemented by
this size-adjustable VCS. The proposed DPVCS is also a fu-
sion of the DVCS and the PVCS, but we use here the direct
combination instead of cascading. Suppose the notation L
designates direct combining for our DPVCS (described in
the encoding procedure). The direct combination L is used
with the same (k,n) dimensions, i.e., D, L P, vields the
(k,n)-threshold DPVCS. Also, Cimato’s PVCS Py, is gen-
erated from D ), and thus Dy, L P( ) can construct any
(k,n) DPVCS. Finally, we solve the problem of generality for
size-adjustable VCS and provide the trade-off capability.

When compared to previous VCSs, we emphasize the
most important characteristics of the VCS, the pixel expan-
sion and the contrast, which are also the aims of the pro-
posed DPVCS.

The Pixel Expansion

Let the pixel expansions for the DVCS, the PVCS with no
expansion,”® and Cimato’s PVCS with adjustable pixel
expansion’ be my, mp, m, respectively. Let the average pixel
expansions for our DPVCS be mg) and mg) when using the
operations ([D], [P) and (D} [P,)- All these pixel expansions
are: mp=m; mp=1; me=m' (1<m'<m); mg)z
2m'm/(m+m'); mg):(m+m’)/2. Table I lists these pixel
expansions for the case m=10 and 1 <m’' <10, and Figure 6
is the corresponding plot. It is observed that the proposed
average pixel expansions are between those of the DVCS and
the PVCS. This compromise of pixel expansion is used to
compromise the contrast. Figure 7 shows the values of mg)
and mg) with m’=1 and m'=m/2, for 1<m=30. When

m'=m/2, there is no large difference between mg) and mg).
However, mg) and mg) for m' =1 differ from each other for

large m. This result implies that when choosing a large m’ to
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Figure 6. Pixel expansions for all VCSs.
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Figure 7. Pixel expansions for the proposed DPVCS.

construct the DPVCS, all patterns are suitable, while the pat-
terns IP; and RP; are more suitable than IP and RP when
choosing a small m'. Using IP; and RP; could achieve better
contrast but larger shadow. On the contrary, using IP and
RP one obtains the opposite characteristics.

Contrast
Figure 8 shows reconstructed images for all (2, 3) Cimato
PVCSs. The secret is a natural image, House. Figures 8(a)
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(1 2°9=0 ‘y ‘w)

a-3) mc=3 (i.e., the DVCS

=1 Y ‘w)

‘19

(b-3) mc=3 (i.e., the DVCS)

Figure 8. Reconstructed images of the (2, 3) Cimato ef al.’s PVCS for
me=1, 2, 3; the secret is a natural image House: (a) using (m, h, )=

(3,2,1), (b) using (m,h,h=(3,1,0).

and 8(b) shows the experimental results when using
(m,h,1)=(3,2,1) and (m,h,1)=(3,1,0), respectively. Fig-
ures 8(a-1) and 8(b-1) are the results with PVCSs with no
pixel expansion, which have poor visual quality and less
shadow size. Figures 8(a-3) and 8(b-3) are the DVCSs which
have high contrast and large shadow size. Figures 8(a-2) and
8(b-2) (Cimato’s PVCS with m=2) is a compromise be-
tween the PVCS with no pixel expansion and the DVCS. To
compare our DPVCS with the Cimato PVCS with m-=2, we
use Figs. 5(b-2) and 8(a-2) which have the same pixel ex-
pansion and are both constructed from the DVCS of
(m,h,1)=(3,2,1). Although, the judgment of image con-
trast by HVS is very subjective, it is evident that the image
quality of Fig. 5(b-2) is better than that of Fig. 8(a-2). Figure
8(b-2) has the almost same contrast as Figs. 5(b-3) and
5(b-4), which is due to the using of [=0, i.e., fully black.
There are theoretical definitions of contrast for the
DVCS proposed in Refs. 1 and 32. However, the contrast of
PVCS is difficult to define due to its probabilistic property.
The authors in Ref. 7 gave a new measurement, the proba-

bilistic factor B, to measure this feature. A B-probabilistic
PVCS has the feature that the correct probability of the re-
constructed black (respectively white) pixel is larger than a
threshold B. This factor characterizes the probabilistic na-
ture whereby larger B results in a perceptually better recon-
structed image. Notice that the DVCS has B=1. By using
Egs. (2)-(5) in Ref. 7, we compute B for Cimato’s (2, 3)
PVCSs with (m,h,l)=(3,1,0) and (m,h,l)=(3,2,1). The
result is shown in Table II where h" and I” are the whiteness
of white and black color in m' subpixels. For example, the
(2, 3)-threshold Cimato PVCS with m’=1 has

1 1 0 1 1 0
Cl; =410-]1]-[1 and C{/\/: 1]-({1[-]10
1 0 1 1 1 0

When stacking every two shadows let the probability of a
black subpixel correctly recovered as a black pixel be pyp,
and the probability of a white subpixel incorrectly recovered
as a black pixel be py,,. Similarly, we define p,,;,, and p,,.
From Cj and Cy, it is obvious that py;,=1, py,,=2/3,
Pww=1/3, and p,,;,=0. So the differences (py,—py,) and
(Pwiw—Pwp) are all greater than 1/3 and thus B=1/3. For
this case, because we only use one subpixel to represent a
secret pixel, the whiteness of a black pixel is I'=0 and the
whiteness of a white pixel is h'=1.

Because the contrast in a PVCS is guaranteed only with
a certain probability, the authors in Ref. 7 suggested that the
goodness of a PVCS should be measured by the probabilistic
factor B. Therefore, we evaluate the probabilistic factors in-
stead of contrast among the DVCS, the PVCS and the pro-
posed DPVCS. Since the 8 of DVCS is 1, so the probabilistic
factors for our DPVCS Bg) (using IP and RP) and ,8;2,) (us-
ing IP, and RP;) can be defined as follows:

use [D] operation use [P] operation

(r}) =(m'/(m+m'") X 1)+ (m/(m+m") X Bunim))s

where B, .1,m) is the probabilistic factor of PVCS with
(m,h,l,m’"),

use D; operation use P; operation

B = (112X1) +(1/2X Buppim)s

where B, .1, is the probabilistic factor of PVCS with
(m,h,l,m").

Table III lists the probabilistic factors for all (2, 3) VCSs
when using (m,h,1)=(3,1,0) and (3, 2, 1). Our DPVCS

Table II. 3 for Gimato ef al's (2, 3) PVCS using (m, h,)=(3,1,0) and (m, h,=(3,1,1).

(mlhll)=(3l]I0) (mlhll)=(3llll)
(m'\h',I") 1,0 2,1 32 1,0 2,1 32
1 1/3 - - 1/3 - -
2 2/3 0 - 1/3 1/3 —
3 ] 0 0 0 1 0
J. Imaging Sci. Technol. 060508-8 Nov.-Dec. 2008
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Table 111, Probabilistic factors 3 for all (2, 3) VCSs.

(m,h,h=(3,1,0) (m,h,h=(3,2,7)
V(Ss m' =1 m'=1 m=3 m' =1 m'=1 m'=3
DVCS — — 1 — — 1
Cimato et al's PVCS 1/3 2/3 1 1/3 1/3 1
Th d DPVCS
egﬁ')’“z;;f)) 1/2Q/3) 456/ 1) 12@/%  3/5@/3) 1)
Table IV, Probabilistic factors 3 for all (2, 4) VCS with (m, h,))=(6,3,1).
V(Ss m'=1 m'=1 m'=3 m' =4 m'=5 m'=6
V(S — — — — — 1
Cimato et al's PVCS 1/3 7/15 1/2 4/5 1 1
Th d DPVCS
egﬁ‘)’?;g)) 3/7@Q/3 35N 2/36/4)  n/B50/100 1) 1)
1 - soft and hard threshold), and (5) the perfect reconstruction
/ of secret pixels using computation. Let the symbolic nota-
L 08 tions [1], [2], and represent the goodness judgments,
< /"_/’/// “good,” “medium,” and “poor,” respectively. For example,
% 0.6 means good visual quality, less pixel expansion and a high
g .//-// probabilistic factor, while [3] represents poor visual quality,
Z 04 T the most pixel expansion and the smallest probabilistic fac-
-§ - D.\' = S tor. It is observed that the visual quality of the reconstructed
& 0.2 e Cn{lato 61(:1)818 PVCS || image and the pixel expansion are traded-off. DVCS has the
= HVCS By best visual quality but smaller shadow size (Figs. 8(a-3) and
0 -~ HVCS g7 8(b-3)). However, the shadow size can be significantly re-
1 5 3 ‘; 5 6 duced in the PVCS with no expansion, but at the same time
- the image quality is significantly degraded (Figs. 8(a-3) and

Figure 9. Plot of the probabilistic factors for all (2, 4) VCSs with
(m,h,h=(6,3,1).

based on (m,h,l)=(3,1,0) has ,82)21/4>< 1+3/4X1/3=
1/2 and BP=1/2X1+1/2X1/3=2/3 for m'=1; Bi}=
2/5X1+3/5X2/3=4/5 and B=1/2X1+1/2X2/3=
5/6 for m'=2. When choosing m’=3, Cimato’s PVCS and
our DPVCS are all reduced to DVCS. To show the effects on
the probabilistic factor for more combinations of m and m’,
we compare all VCSs based on (m,h,l)=(6,3,1) where
m' €[1,6]. Table IV lists the result, and the plot is shown in
Figure 9. As described in Ref. 7, the bigger probabilistic fac-
tor results in a better VCS. In Fig. 9, the B of our DPVCS
rises faster than that of the PVCS, which means that the
DPVCS is better than the PVCS. The parameter B ap-
proaches unity (i.e., the DVCS) when m' approaches m.
Table V summarizes the comparison of VCSs for the
following items: (1) the visual quality, (2) the pixel expan-
sion, (3) the probabilistic factor, (4) the feature of generality
(the construction method can be applied on any k and #; the
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8(b-3)). Cimato’s VCS and our DPVCS have this trade-off
capability. The notations [T]™%[3], [[]"**2], and [2]"%[3]
mean the Cimato PVCS and the proposed DPVCS have the
trading ability, but the pixel expansion of our DPVCS cannot
be reduced to “1.” The minimum pixel expansion is about
“2” for our DPVCS (see mg) in Fig. 6); however, our scheme
has better image quality. The size-adjustable VCS in Ref. 31
is strictly incapable of trade-off because it combines the
DVCS and PVCS only for reducing pixel expansion. All
PVCSs (Refs. 5-7) and our DPVCS have the probabilistic
feature and thus we use the measurement 8 for comparison.
Our DPVCS has the scores gde, g‘de, and [2], re-
spectively, for the visual quality, the pixel expansion, and the
probabilistic factor. This result implies that our DPVCS is a
good hybrid scheme.

For the other two compared characteristics, all schemes
have the same general features except the size-adjustable
VCS.* The DVCS has the deterministic feature that the se-
cret pixel is represented by all m subpixels, and one may
spend a large computation loads to recover the original se-
cret pixels. This concept for reconstructing a secret pixel can
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Table V. Comparison of V(Ss. Notation: O: safisfied; A: partially satisfied; < not satisfied.

V(Ss DVCS®  PVCS®  Cimato ef al's PVCS®  Size-udjustable VCS'  The proposed DPVCS
Visual quality M 3] ("3 3] [
Pixel expansion 3] M [1]"%3] M [2]"%3]
Probabilistic factor M 3 3 3 i
Generality O O (@) A (@)
Perfect reconstruction of o % % % o

secret pixel by computation

“Reference 1.
bReferences 5 and 6.
‘Reference 7.
YReference 29.

be found in Ref. 2. Nevertheless, the PVCS had deleted some
columns in the base matrices and thus lost pixel information
permanently. Our DPVCS encrypts some secret pixels by the
DVCS, so the secret pixels can be recovered in part by
computation.

Furthermore, a comparison between our DPVCS and
some other image secret sharing technologies'™'” ™ is given

in Table VI to gauge the utility of our research. Descriptions
of these image secret sharing technologies are omitted in the
interest of brevity. One can find the details in Refs. 15 and
17-23. All schemes provide the feature of sharing a secret
image into noise-like shadow images (the proposed scheme
and Refs. 15, 17, 22, and 23) or meaningful shadow images,
which show cover images (Refs. 19-21). At this time, shadow

Table VI. Comparison between our DPVCS and some other image secret sharing technologies.

Our DPV(S Ref. 15 Ref. 17 Ref. 18

Ref. 19 Ref. 20 Ref. 21 Ref. 22 Ref. 23

Sharing secret

Sharing secret image into noise-like

Purpose shadows

image into
shadows with a
shrunken version

of the secret

Black and

Secret image white image

Shadow image

Gary natural image; can be extended to color image by processing each color plane

(nofe: in Refs. Noise.lke shadow A.shrurflken
19-21 is called oise-like shadow images version of secret
on shadows

us stegoimage)

Sharing secret image into
noise-like shadows with two
decoding options

Sharing secret image into shadows
with authentication ability

Two secret images:
black/white and gray image

Cover images shown on stego

; Noise-like shadow images
images

Vague black-and -white image

Visual quality of ) Reconstruction of ) - in first decoding phase
Perfect reconstruction of . h Perfect reconstruction of original .
reconstructed Vogue .. secret image with Perfect reconstruction of
. original secret . secret AN )
image high PSNR Gary image in second decoding
phase
Sluckmgjtlo Yes No No No No No No Yes Yes
-see capability?
Dechmg One One One One One One One Two Two
options
Two decoding Two decoding
phases: phases:
Easy: first phase first phase —
photocopy — Easy: Easy:
shadows on Semieasy: stacking stacking
Decoding transparencies  using simple _ . . . transparencies transparencies
. . Hard: using Lagrange interpolation fo recover the secret image
complexity and stack logic on overhead on overhead
them on operafions projector projector
overhead second phase—  second phase —
projector semieasy: Hard: using
using @ Lagrange
dithering table interpolation

J. Imaging Sci. Technol.

060508-10

Nov.-Dec. 2008



Yang, Peng, and Chen: Secret image sharing: DPVCS a two-in-one combination of ...

images in Refs. 19-21 are often called stego images. A so-
called user-friendly scheme (Ref. 18) in which shadow im-
ages show a shrunken version of the secret image was pro-
posed to address the identification and management
problems. Since the portrait on shadow images had already
leaked the secret information, this user-friendly scheme is,
strictly speaking, not a secret sharing scheme. As is well-
known, the reconstructed images from the VCS strategy are
vague, while polynomial-based schemes (Refs. 17-21) or the
scheme using logic operations (Ref. 15) have the good visual
quality with high PSNR. The VCS has distinctive stacking-
to-see capability. One can photocopy shadows on transpar-
encies and superimpose them on an overhead projector to
visually decode by HVS. However, other schemes need
simple logic operations (Ref. 15) and the Lagrange interpo-
lation (Refs. 17-21) for reconstruction. The schemes in Refs.
22 and 23 are two-in-one secret image sharing schemes, and
have two decoding options. Both schemes have stacking-to-
see capability, and can also perfectly reconstruct the secret
image. The scheme in Ref. 22 reconstructs the perfect gray
secret image by a dithering look-up table, and the scheme in
Ref. 23 uses the Lagrange interpolation to recover the secret.
As described above, it can be seen that all schemes are secret
sharing schemes and they have achieved the unconditional
security. Although our scheme cannot obtain the competi-
tive recovery quality, the novel stacking-and-see property in
our VCS has intended applications in imaging. For example,
adopting our VCS in two-in-one scheme is reasonable and
valuable. We can stack shadows and directly decode the
black-and-white secret image by HVS without computation,
e.g., when the computer is temporarily unavailable. When
the computer is available at the decoding scene, we then
carry out more computation to obtain the image with qual-
ity sufficient for high-end applications.

When compared with standard encryption, our noise-
like shadow images also have high entropy values. As is
known, an image pattern with a high entropy value is pre-
sumably more random in black and white arrangement, and
so is more suitable for hiding more secret data without caus-
ing a noticeable change. An entropy value of a black-and-
white shadow image is determined as pyXlog,(1/pg)+p; X
log,(1/p,), where p, and p, are the occurrence probabilities
of black and white pixels in shadows. Our DPVCS is a hy-
brid of DVCS and PVCS and holds the security condition,
and thus the occurrence probabilities p, and p; in shadows
can be directly obtained from black and white base matrices.
Consider two VCSs (examples 1 and 2) and use the black-
and-white text as the secret image. According the
definition of entropy, the entropy values of our shadows are
1 (example 1) and 0.9183 (example 2). On the other hand,
the encrypted by AES block cipher has the entropy
value 0.9998. All of the encrypted images have high entropy
values.

CONCLUSION

In this article, we aim at trading-off shadow size for contrast.
The proposed DPVCS integrates the DVCS and the PVCS
simultaneously. Our main contribution is to prove theoreti-
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cally that the combination of DVCS and PVCS satisfies the
contrast and security properties of VCS. By arranging the
subpixels in the proper patterns, we successfully develop
their specialties and overcome their drawbacks. Finally, our
DPVCS achieves less pixel expansion than does the DVCS
and the higher clarity of the reconstructed image than does
the PVCS. Moreover, we solve the generality problem of size-
adjustable VCS, which is also a hybrid of DVCS and PVCS.
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