Journal of Imaging Science and Technology® 52(2): 020201-020201-11, 2008.
© Society for Imaging Science and Technology 2008

Distance Measures in the Training Phase of
Self-Organizing Map for Color Histogram Generation in
Spectral Image Retrieval

Oili Kohonen and Markku Hauta-Kasari
Department of Computer Science and Statistics, University of Joensuu, 80101 Joensuu, Finland
E-mail: oili.kohonen@cs.joensuu.fi

Abstract. The usefulness of different distance measures in the
training phase of self-organizing map (SOM) for color histogram
generation for spectral image retrieval purposes is examined. The
calculation of the best-matching unit (BMU) in the training phase of
SOM is done by using Euclidean distance, Kullback—Leibler dis-
tance, Jeffrey divergence, and CIEL-a*b* color difference as dis-
tance measures. One-dimensional SOMs are generated for two dif-
ferent data sets consisting of 1269 Munsell color chips and 1, 440,
000 color spectra collected from a real spectral image database.
The suitability of the introduced measures is first evaluated by cal-
culating the average color differences between the Munsell data set
and its BMUs in the SOMs trained by Munsell data. The achieved
results are validated by a practical application, in which the queries
from a real spectral image database are performed. Furthermore,
the ability of SOMs trained by different distance measures to distin-
guish between spectral images of real human skin and magazine
prints of human skin is examined. The achieved results are promis-
ing and indicate that two-dimensional self-organizing maps, which
are trained by using Euclidean distance and Jeffrey divergence as
distance measure and color histograms that correspond the spectral
images as training data, could be used for classifying spectral
images. © 2008 Society for Imaging Science and Technology.
[DOI: 10.2352/J.ImagingSci.Technol.(2008)52:2(020201)]

INTRODUCTION

The benefits of spectral imaging have been utilized in many
research areas and a variety of spectral imaging systems have
been developed worldwide.'™ This has increased the amount
of available spectral images and the conceivable problems
with data formats are expected to be tackled by the ongoing
standardization of spectral image formats. Thus, both the
amount and the size of existing spectral image databases are
expected to increase and efficient retrieval methods for spec-
tral images are therefore needed.

In conventional content-based image retrieval systems,
such as MARS” and QBIC,® a color histogram is a widely
used representation for color features. In a red-green-blue
(RGB) image each pixel is represented by three values and a
histogram representation is generated over a quantized color
space. In spectral image, each pixel contains a color spec-
trum which is a power distribution of electromagnetic ra-
diation. The dimension of spectra varies from tens to hun-
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dreds or even thousands, depending on the used application.
There is no natural order for spectra but the use of self-
organizing maps’ enables to gain an order for multidimen-
sional data.

Miyazawa et al.'’ ordered the color spectra by using
self-organizing maps (SOMs), which have also been used for
color histogram generation for spectral images in order to
organize a spectral image database.'' In the organizing
method presented in Ref. 11, the spectral images were rep-
resented by best matching unit (BMU) histograms and the
distances between these histograms were calculated by dif-
ferent distance measures, such as Euclidean distance (ED),
Jeffrey divergence (ID)12 and Kullback—Leibler distance
(K-LD)." However, in both of these applications the used
distance measure in a training phase of SOM was the con-
ventional, widely used Euclidean distance (ED). In addition
to ED, Huang et al."* evaluated two other distance measures
for training SOM in respect to RGB color histogram genera-
tion. The measures were L,-norm and Battacharyya distance
which were used for both calculating the BMU and updating
the map units. The results achieved indicated that the com-
mon ED may not yield the best results.

In Ref. 11 decent results were achieved by using ED, JD
and K-LD for BMU-histogram comparison. In this article,
the usefulness of JD, K-LD and the CIELa*b*"> color differ-
ence AE;b as distance measure in SOM training for spectral
data in addition to conventional ED measure is examined.

SELF-ORGANIZING MAPS

The self-organizing map’ algorithm is an unsupervised
learning algorithm which defines a mapping from a high-
dimensional input data space into a lower-dimensional
space. SOM preserves the most important topological rela-
tionships and, therefore, the inputs that are located near to
each other in a high-dimensional space are also located near
to each other in a new, lower-dimensional space. SOM con-
sists of arranged units, which are represented by weight vec-
tors and are connected to adjacent units by a neighborhood
relation, which dictates the topology of the map.

The initialization of the map units is done by either
linear or random initialization. In random initialization the
weight vectors w;(0) are constructed by using the arbitrary
values, whereas in linear initialization the weight vectors are
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Figure 1. A diagram representing a query in a spectral image database.

represented by the points of rectangular array defined along
the subspace spanned by two eigenvectors of the autocor-
relation matrix of input data. The use of linear initialization
orders the weight vectors and therefore, the training can be
started directly from the convergence phase. In the case of
random initialization, the weight vectors are unordered after
initialization. However, the random initialization can be
used because the algorithm orders the unordered weight vec-
tors in the long run.’

After initialization phase, the map is trained iteratively
as follows. One input data vector x is chosen from the train-
ing data at each training step. This input data vector is com-
pared to each unit of the map and the distances between the
input data vector and map units are calculated. The unit
producing the smallest distance is called the best matching
unit (BMU) for an input data vector x.

A typically used distance measure in a training phase is
Euclidean distance. However, it is possible to apply many
other distance measures, such as Kullback—Leibler distance
and Jeffrey divergence. In the cases of these mentioned mea-
sures (ED, K-LD and JD) the best matching unit is defined
mathematically for m-dimensional data as follows:

Dgp(x, wgpy) = min, E (x(j) — w,(7))?, (1)
=1

Dy_1p(x, wyy) = min; x(j)log( x_> , (2)
j=1 wi(j)

m x(])
Dyp(x, )zminiE( (i) (—)
1D\ WeMU = x{y)log H()

wi(j)
+ wi(j)log(H—((;))). (3)

In the above defined equations w; and wpyy indicate the

020201-2

weight vectors of i™ unit and the best matching unit, respec-
tively. H is the mean histogram of the input data vector x
and weight vector w;,

(4)

The color difference AE;b for two color spectra is defined in
CIEL*a*b* color coordinate system as Euclidean distance

AE,, = V(AL)? + (Aa)? + (AbY)?, (5)

where AL*, Ag* and Ab* correspond the differences in lumi-
nance, red/green and yellow/blue values, respectively. When
using the spectral data as a training data for SOM, the
CIEL*a*b* color difference can be used as a distance mea-
sure. In that case the best matching unit is defined for input
data vector x as follows:

DAE’b(x,WBMU) = min, AE;b(x, Wl) . (6)

For calculating the L*, a* and b* values from color spectra
one needs to define the illuminant under which the calcula-
tions are to be performed. According to CIE recommenda-
tions the calculations should be performed under either
standard illuminant Dgs or standard illuminant A whenever
possible.

After finding the BMU, the weight vectors of the SOM
are updated using the following equation:

Do wi(t) + a(t)[x(t) —wi(1)], if i € Ngyou(t)
wilt+1) = wi(t), otherwise

(7)

in which ¢ denotes the time. Npyy(#) is a decreasing neigh-
borhood around the BMU and a(?) is a decreasing learning
rate, for which holds 0 < a(f) <1. In the sequential training,
the data are presented to the map one vector at a time and
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Figure 2. The used Munsell data in the ClEL*a*b* color coordinate
system.

the weight vectors of the map are moved gradually towards
to the training vectors. Despite applying different distance
measures for finding the BMUs, the Euclidian distance based
updating law is preserved in Eq. (7).

QUERYING METHOD FOR SPECTRAL IMAGES

In our querying method the spectral images are represented
by color histograms constructed as follows. The training
data for SOM algorithm is either generated by collecting
10,000 spectra randomly from each spectral image in a da-
tabase or the Munsell data consisting of 1269 reflectance

spectra of Munsell color chips'® are used as a training data.
Munsell data are well known for their uniform color space
on trichromatic basis such as in CIEL*a*b*. The data
samples the color space reflecting the properties of human
color perception and has been used for many spectral appli-
cations such as such as color filter design for spectral image
acquisition system,'” studies on spectral spaces and color
spaces,'® the optimal sampling of color spectra' and the
conversion between the reflectance spectra and Munsell
data,” and surface reflectance estimation.”'

The nap is initialized by the random initialization, after
which the map is trained by the training data. After training
phase, the weight vectors of the map units are considered to
be representatives for quantized colors and the number of
weight vectors in the trained map corresponds to the num-
ber of bins in color histograms to be generated as follows.
Each pixel in a spectral image is classified to that quantized
color, whose representative produces the smallest distance. A
histogram over the quantized colors is generated and nor-
malized by the number of pixels in an image. This is done
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Figure 3. The weight vectors of one-dimensional, Munsell data trained maps in CIEL*a*b* color coordinate
system. The used training measures from left o right and from top to down are ED, JD, K-ID, AF’ under
illuminant Des and AE?, under illuminant A. The calculations for transforming the weight vectors into CIEL-a+b-
color coordinate system have been performed for CIE 1931 two degree standard colorimetric observer under
illuminant Dygs.
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Table I. Average, maximum and minimum color differences between the Munsell data samples and the representafives of that quantized colors in

the cases of one-dimensional SOMs.

Training by Euclidean distance

Under illuminant Dy

Under illuminant A

Classification by AE AE AE AE AE AE
ED 18.7 58.6 0.5 17.6 49.7 1.0
D 18.5 59.3 0.5 174 49.8 1.0
K-LD 309 834 3.6 31.2 86.8 28
AF 16.5 50.5 0.5 151 44.6 1.0
Training by Jeffrey Divergence
under illminant Dys under illuminant A
Clussification by AE AE AE AE AE AE L
ED 18.1 60.8 14 17.0 53.5 0.3
D 17.8 59.5 14 16.9 55.1 0.3
K-LD 30.6 85.4 3.8 30.7 82.6 41
AF 15.8 51.0 1.3 147 442 0.3
Training by Kullback-Leibler Distance
under illminant D5 under illuminant A
Clussification by AE AE AR AE AE AE
ED 28.1 57.4 2.2 28.1 59.8 0.9
D 275 57.3 23 274 59.8 1.6
K-LD 30.0 76.7 23 304 749 1.6
AF 26.0 544 0.8 25.8 59.8 0.9
Training by CIEL'a*b* color difference
under illminant Dys under illuminant A
Classification by AE AE AE AE AE AE
ED 17.8 62.3 0.5 174 61.2 0.5
D 174 56.6 0.5 172 59.8 0.5
K-LD 31.0 89.2 0.5 32.8 96.1 4.4
AF 14.2 47.1 0.5 14.0 40.8 0.5

for each spectral image in a spectral image database and the
generated histograms are saved into a histogram database.

The query in a spectral image database is done as fol-
lows. A desired spectral image is selected to be a query im-
age. Images spectra are classified to the quantized colors
whose representatives are the weight vectors of the same
map that was used for the generation of the existing histo-
gram database. The distances between the histogram of the
query image and the histograms in the histogram databases
are calculated and the images in the spectral image database
are ordered by these distances. A desired amount of images
closest to the used query image are shown to the user as
ordered output images in RGB format. A diagram of the
querying method is shown in Figure 1.

EXPERIMENTAL RESULTS

Altogether ten one-dimensional SOMs were trained in the
performed experiments. Half of the maps were trained by
using the data collected from the spectral image database
and the other half was trained by the Munsell data, which
have been used for many spectral applications such as color
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filter design,"” studies on spectral spaces and color spaces,'®
finding the optimal sampling of color spectra," and for con-
version between the reflectance spectra and Munsell data,”
and surface reflectance estimation.”' Furthermore, five intro-
duced distance measures: Euclidean distance (ED), Jeffrey
divergence (JD), Kullback—Leibler distance (K-LD), and
CIEL'a'b* color difference (AE]) under standard il-
luminants A and Dg; were used for finding the best match-
ing unit at each training step. In addition to one-
dimensional SOMs, three two-dimensional SOMs were
trained by using ED, JD and K-LD as distance measures for
finding the best matching units during the training phases.
The training data for these SOMs consisted of those corre-
sponding histogram databases, which were generated by us-
ing the weight vectors of the earlier trained one-dimensional
SOMs as representatives for quantized colors. Each of these
histograms corresponded to one spectral image and there-
fore the training data for two-dimensional SOMs consisted
of only 144 samples.

The performed calculations were based on the use of

J. Imaging Sci. Technol. 52(2)/Mar.-Apr. 2008
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Figure 4. The used speciral image

the SOM toolbox for Matlab.” The initializations of the
maps were done by using the random initialization. To avoid
the differences caused not by the training, but the initializa-
tion phase, the same random seed was used for each map. In
all cases, the neighborhood function was hexagonal and
learning rate linear. All maps were trained by using the se-
quential algorithm, in which the weight vectors are updated
after each training sample. The amounts of the used training
steps were 1,000,000 and 500,000 in the cases of one- and
two-dimensional SOMs, respectively.

One-dimensional SOMs Trained by Munsell Data

In the first part of the experiments, the one-dimensional
SOMs consisting of 50 units were trained by using the re-
flectance spectra of 1269 Munsell color chips'® as a training
data. The used distance measures in the training phases were

J. Imaging Sci. Technol. 52(2)/Mar.-Apr. 2008
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database in a RGB format.

ED, JD, KL-D and CIEL*a*b* color difference AE;b, which
was implemented under both standard illuminants A and
Dgs. The used Munsell data and the weight vectors of the
generated maps are presented in CIEL*a*b* color coordinate
system in Figures 2 and 3. In these cases the calculations
were performed for CIE 1931 two degree standard colori-
metric observer under illuminant Dgs.

After training of the maps, each sample of Munsell data
is classified to the closest quantized color. The classification
for each map is done in respect to distance measure used
during the training phase of the map. If the map was trained
by using ED as distance measure, the distances between the
Munsell data and representatives of the quantized colors
were calculated in respect to ED and so on. After classifica-
tion, the CIEL*a*b* color differences between each sample of
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Figure 5. The weight veciors of one-dimensional maps in CIEL*a*b* color coordinate system for data col-
lected from spectral image database. The training measures from left fo right and from top to down are ED, D,
K-LD, AE’, under illuminant Dgs and AE’, under illuminant A.

the classified data and the representative of the color they
were classified into were calculated. In the cases of ED, JD
and K-LD trained maps, the color difference calculations
were performed under both illuminant A and illuminant
Dgs. For the maps trained by AE:lb under illuminant A and
illuminant D5 the color difference calculations were per-
formed under illuminants A and Dyg;s, respectively. The cal-
culations were performed for CIE 1931 standard observer
and the achieved results are shown in Table I. The results
achieved by using the ED and JD trained maps are quite
similar in each case. The K-LD performs miserably all the
time whereas the AE’, gives the smallest errors. When the
AE, is used as a distance measure in the classification the
average color difference between the Munsell data and the
constructed SOMs is lowered with 1.5-3 units, depending
on the used distance measure in the training phase and the
used illuminant in the color difference calculations.

One-dimensional SOMs Trained by Data Collected from
Spectral Image Database

The second part of the experiments was based on the use of
the spectral image database of Joensuu University.23 Alto-
gether 1,440,000 spectra were collected randomly from 144
spectral images, which were filtered into equal format: 59
spectral components with the spectral range from
410 to 700 nm at 5 nm intervals. The used database con-
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tained both natural spectral images and synthetical images
generated by the virtual texture coloring technique.** The
used database is shown in a RGB format in Figure 4.

The collected spectra were used as a training data for
five different one-dimensional SOMs which were trained by
using the introduced measures for finding the BMUs during
the training phases of SOMs. The weight vectors of the gen-
erated maps are presented in CIEL*a*b* color coordinate sys-
tem in Figure 5. The generated maps were furthermore used
for generating the color histograms for the querying
method, introduced in chapter 3 and described more care-
fully in Ref. 11. Histograms for each spectral image in the
database were generated by using these five maps and five
different histogram databases were obtaned as a result. Ex-
amples of ordered outputs for spectral images in the cases of
ED, JD, K-LD, AE}, under illuminant Dgs and AE] under
illuminant A-trained SOMs are presented in Figures 6 and 7.
The used query image is shown on top of the output rows
and the first output image is the leftmost image of the out-
put in each case. The number of output images is restricted
to nine.

In Fig. 6 the reflectance images of two hands, whose
color differs from each other a bit, are used as query images
whereas in Fig. 7 the used query image is a reflectance image
of a magazine print of human skin. The results are evaluated

J. Imaging Sci. Technol. 52(2)/Mar.-Apr. 2008
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Figure 7. The ordered outputs when the used dissimilarity measures in training phases from top to down are
under illuminant A.

ED, JD, K-LD and AEY under illuminant Dgs and AEY

visually by humans—the more skin containing images that
one obtained as output the better the query output is. In the
cases of natural skin samples the best results are achieved by
using AE;b—trained SOMs. When the magazine print of hu-
man skin is used as a query image the AE;b—trained SOMs
are not that good anymore and the best results are achieved
by using SOM trained by JD as the distance measure. This
can be explained by the different spectral properties of
printed skin samples compared to previously used natural
skin samples. An example of spectral power distributions of

natural skin sample and printed skin sample can be seen in
Figure 8. The same figure also includes the spectral radiances
of the illuminants A and Dgs. In general, the performance of
the K-LD-based map was the weakest, as expected, based on
the distribution of maps’ weight vectors in the CIEL*a*b*
color coordinate system.

Classification of Spectral Iimages
The last part of the experiments consisted of spectral image
classification by histogram-trained SOMs. Three two-
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Figure 8. Left: Reflectance spectra of real human skin (dotted lines) and magazine print of human skin (solid
lines). Right: Spectral radiances of illuminant A (solid line) and Dy (dotted line).

020201-8

J. Imaging Sci. Technol. 52(2)/Mar.-Apr. 2008



Kohonen and Hauta-Kasari: Distance measures in the training phase of self-organizing map for color histogram generation...

Euclidean distance

Kullback_Leibler

Jeffrey divergence

Figure 9. The placements of spectral images in the generated maps. The black, light gray and dark gray
nodes represent the images of printed skin, real hands and real faces, respectively. The white color represents
the node info which some images from each group were placed. The maps are trained by using ED (fop leff),
D (top right) and K-LD (down leff) as distance measures.

dimensional (14 X 14 units) SOMs were trained by using the
earlier calculated histogram databases as training data. The
CIEL*a"b* color difference AE’, can be used properly only
for color spectra. Therefore, in this case the SOMs were
generated by using only ED, JD and K-LD as distance mea-
sures. Moreover, the used histogram databases were the ones
described in the previous section. The histogram databases
were generated by using the one-dimensional SOMs which
were trained by the data collected from the spectral image
databases.

After the map generation, the placements of spectral
images in these two-dimensional SOMs were found by cal-
culating the final BMUs for the histograms corresponding
the images. The placements in the SOMs were examined
more carefully for three different groups of images. The first
group included images of magazine prints of human skin
whereas the second and the third groups consisted of images
of real human hands and faces, respectively. These images
were placed into the generated maps and the placements can
be seen in Figure 9. The maps are generated by using ED
(top left), JD (top right) and K-LD (down left) as distance
measures and the “colored” nodes in the map represent the
placements of the images. The black, light gray and dark
gray nodes correspond to printed skin, real hands and real
faces, respectively.

More than one image may be placed into the same map
unit and, therefore, some changes exist in the amounts of
colored nodes between different maps. However, in the cases
of maps trained by ED and JD as distance measures there
exist no map units, which would include mappings from two

J. Imaging Sci. Technol. 52(2)/Mar.-Apr. 2008

different groups of images. In the case of K-LD there exists
one map unit into which some images from all three groups
are placed. This map unit is indicated by white color.

The histograms and the relationships between the place-
ments of four different images, referred to as A, B, C and D,
in these three maps, are shown in Figs. 9 and 10, respectively.
In Figure 10 the rows from top down correspond images
referred as A, B, C and D. The ordering of maps used to
generate the color histograms is from left to right ED, JD,
K-LD, and AE;b under illuminant Dgs. The color histograms
generated by using the maps trained by color difference AE
under illuminant Dgs as distance measure have not been
place into the maps but these histograms are still shown in
Fig. 10 to allow the comparing of the histogram shapes.

DISCUSSION AND CONCLUSIONS

The possibility of using the different distance measures in
the training phases of self-organizing maps for color
histogram generation for spectral image retrieval purposes
was examined. One-dimensional self-organizing maps for
both Munsell data and data collected from a real spectral
image database were trained by using Euclidean distance
(ED), Jeffrey divergence (JD), Kullback—Leibler distance
(K-LD) and CIEL*a*b* color difference AE;b under CIE
standard illuminants A and Dgs as distance measures in the
training phases. The CIEL*a*b* color differences between the
Munsell data and SOMs trained by Munsell data were cal-
culated for two degree standard colorimetric observer under
illuminants A and Dgs. The smallest average color difference
was achieved by using the color difference under illuminant
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Figure 10. Histograms of four spectral images constructed from self-organizing maps trained by using ED, D,
K-LD and color difference AE’ under illuminant Dys as distance measures.

A as a distance measure in a training phase of SOM. By
ordering the measures to an ascending order by the achieved
color differences, the following result was obtained K—LD,
ED, JD, AE under illuminant Dg; and AE under il-
luminant A. Compared to other measures both AE mea-
sures were clearly better.

The achieved results were confirmed in practical appli-
cation by implementing the queries from a spectral image
database. In respect to the used query images, the most
meaningful outputs were achieved, when the maps were
trained by AE’, as distance measure instead of conventional
ED. The results indicate that CIEL*a*b* color difference AE,
might be a useful distance measure in a training phase of
self-organizing map when the algorithm is used to organize
the color spectra in the visible wavelength for spectral image
retrieval. However, in the case where the CIEL*a*b* color
difference AE, is used as a distance measure, the color
quantization is not anymore done in the spectral space, and
this somehow neglects the information content which is in-
cluded in the spectral data only.

The spectral classification of both natural and artificial
samples was done by using two-dimensional SOMs whose
training was performed by using ED, JD and K-LD as dis-
tance measures. The histograms generated by using one-
dimensional SOMs trained by the corresponding distance
measures were used as the training data. In the case of maps
trained by using ED and JD as distance measures, none of
the map units contained images from two different groups
and, in general, the images from different groups were
placed into different parts of the map. In the case of ED-
trained map, the placements within the image groups were
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more sparse compared to the map trained by JD. In the case
of K-LD-trained maps the image classification did not really
succeed and some images from all different groups were
placed into the same map unit. The reason can be seen in
Fig. 10, in which the histograms for each of the example
images are very similar and most of the images spectra have
been classified into the same quantized color in the case of
K-LD. In this approach the first quantization was done in
spectral space so the information content available in spec-
tral data was fully utilized in the performed color quantiza-
tion.
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