
A
a
c
a
i
i
j
v
r
T
t
a
u
t
a
(
a
s
f
c
S
�

I
I
w
s
h
o
t
i

t
i
t
t
e
a
m
i
s
c
i
v

R

1

Journal of Imaging Science and Technology® 51(3): 259–270, 2007.
© Society for Imaging Science and Technology 2007
Image Quality Comparison Between JPEG and JPEG2000.
II. Scene Dependency, Scene Analysis, and Classification

S. Triantaphillidou, E. Allen and R. E. Jacobson
Imaging Technology Research Group, University of Westminster, School of Media, Arts and Design, Harrow

Campus, Watford Road, Northwick Park, Harrow HA1 3TP, United Kingdom

E-mail: triants@westminster.ac.uk

h
t
p
t
t
p

i
c
T
o
s
o
t
p
f
s
n
a
p
n

d
i
b
m
o
s
s
S
n
a

T
c

I

1

2

3

4

5

bstract. Image quality assessments have shown that both JPEG
nd JPEG2000 compression schemes are dependent on scene
ontent. This paper addresses the problem of scene dependency
nd scene susceptibility in image quality assessments and proposes

mage analysis as a means to group test scenes, according to basic
nherent scene properties that human observers refer to when they
udge the quality of images. Experimental work is carried out to in-
estigate the relationship between scene content and the subjective
esults obtained from experimental work carried out in [E. Allen, S.
riantaphillidou, and R. E. Jacobson, “Image quality comparison be-
ween JPEG and JPEG2000. I. Psychophysical Investigation”, J. Im-
ging Sci. Technol. 51, 248 (2007)]. The content of the test images
sed in this work is analyzed using simple image analysis measures

hat quantify various image features, such as original scene contrast
nd global brightness, amount of dominant lines, scene busyness
defined here as a scene/image property indicating the presence or
bsence of detail), and flat areas within the scene. Preliminary re-
ults and conclusions are obtained and suggestions are made to
orm a basis for further studies on scene dependency and scene
lassification with respect to image quality measurements. © 2007
ociety for Imaging Science and Technology.

DOI: 10.2352/J.ImagingSci.Technol.�2007�51:3�259��

NTRODUCTION
mage quality, in its strict definition, is concerned ultimately
ith the subjective impression the image conveys.1–3 The

ubjective assessment of image quality is a function of the
uman visual system and the “quality criteria” of the
bservers.4 It is highly dependent on the viewing conditions,
he context within which the image is to be used and very
mportantly the physical properties of the test stimuli.

Image measurements relating to quality issues assume
hat there is a functional relationship between the subjective
mpression of image quality and some selected physical at-
ributes of the observed stimuli. The main physical at-
ributes, or so-called image quality dimensions, that influ-
nce the appearance of image stimuli (see Table I) are
ssessed either using subjective studies3,5 or objective
easurements1,2,6–8 to predict the subjective impression of

mage quality. They are assessed either collectively (i.e., as-
essments of the overall excellence) or individually, either
onsciously or unconsciously by the observer when the qual-
ty of images or imaging systems is considered. The indi-
idual subjective assessment of the image quality attributes

eceived Aug. 15, 2006; accepted for publication Jan. 13, 2007.
062-3701/2007/51�3�/259/12/$20.00.
as been a subject for discussion, since many have argued
hat judgements of image attributes are unlikely to be inde-
endent from other attributes, while the relationship be-

ween them has been studied extensively.9,10 Table I lists
hese attributes of image quality, along with the associated
erceptual attributes.11

In addition to the physical attributes common to all
maging systems, digital images suffer from artifacts that
annot be classified or quantified in a conventional manner.
he most common are listed in Table II, along with their
rigins and the areas within imaging stimuli that are more
usceptible to each artifact. One can broadly categorize their
rigins as follows: Numbers 1–3 are artifacts due to the na-
ure of the digitization process, which involves spatial sam-
ling and quantization, numbers 4–6 are artifacts resulting

rom digital image processes, such as image compression and
harpening, while 7–9 are types of nonisotropic noise, origi-
ating most often from errors in digital printing. Artifacts 10
nd 11 are also common to analogue systems, but their im-
act on images cannot be measured by conventional tech-
iques.

This paper discusses the following. In the next section, a
etailed account on scene dependency related to image qual-

ty measurements. In the section following that, ideas for a
asis for scene classification with respect to image quality
easurements. In the section entitled Scene Analysis, a list

f simple image analysis tools that can be employed as a
tarting point for identifying and grouping test images/
cenes. Finally, in the section entitled Scene Dependency and
ubjective Results, we try to establish trends between origi-
al scene content and perceived quality of compressed im-
ges with JPEG and JPEG2000 compression schemes.

able I. Image attributes examined in image quality assessments and associated per-
eptual attributes �Ref. 10�.

mage Attribute Visual Description

. Tone Macroscopic contrast or reproduction of intensity

. Color Differences in lightness, chrominance and hue

. Resolution Discrimination of fine detail

. Sharpness Microscopic contrast or reproduction of edges

. Noise Spurious information
259
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CENE DEPENDENCY AND SCENE SUSCEPTIBILITY
n image quality measurements a variety of images repre-
enting scenes with different physical properties (or spatial
onfigurations12) are used for the complete assessment of
maging components and systems. An unsurprising result
hat stems from these variations in original scene configura-
ion is that in many investigations the subjective quality is
ound to be scene dependent.13–16 That is, the results are
hown to vary with the content of the images used for the
nvestigations.

In the following paragraphs, the authors attempt to dif-
erentiate between three different origins of scene depen-
ency in image quality measurements.

1. Scene dependency resulting from the observer’s quality
riteria (i.e., observer’s preference). It is well known that im-
ge classes and scene content exert an influence on quality
udgements. Freiser and Biedermann found, as early as 1963,
hat the sharpness of portraits and landscapes are judged
ifferently,17 Bartleson and Bray in 1962,18 and later Hunt et
l.,19 showed that the preference of critical colors, such as
reen grass, blue sky and flesh colors, is different from the
ctual colors themselves. Scene characteristics, such as the
patial distribution of subjects20 and camera to subject
istance,21 have been shown to be important scene depen-
ent parameters in observer’s preferences.

An example of the type of scene dependency originating
rom the observer’s preferences is that portraits are often
referred when they are less sharp compared to images with
trong lines, such as those of architectural scenes;22,23 the
eason being that “soft focus” renders the skin smoother and
hus more pleasant to the viewer, whereas strong lines and
dges are usually preferred when they are sharp. This was
rst reported in 1967 by Biederman,22 who observed that for
ery high objective quality portraiture subjective quality de-
reased as objective quality increased and confirmed what
ractical photographers had known for years. This is seen in

he use of diffusing screens placed over the lens, for example,
o soften the image.

able II. Common digital image artifacts, their sources, and areas within images which are more
he artifact or areas in which the artifact is more evident.

mage Artifact Cause of Artifact

. Contouring Poor quantization

. Jaggedness/Pixelization Insufficient spatial resolution

. Aliasing Sampling

. Blocking DCT compression

. Smudging/Color bleeding DWT compression

. Ringing or edge echoes Digital sharpening or DCT compression

. Patterning Dithering

. Streaking Pixel to pixel nonuniformity in linear arrays �mostly of dig

. Banding Cyclical variations in a property of digital writing devices

0. Color misregistration Optical images for different color channels not geometricall

1. Flare Stay light in dark areas
In Figure 1, both images have been subjected to the t

60
ame objective amount of sharpening [top versions, (a) and
c)] and blurring [bottom versions, (b) and (d)]. Most ob-
ervers would probably judge the blurred version of the por-
rait to be of a higher quality than the sharpened version,
hereas the opposite judgement is more likely for “the
oor” scene.

Distortion and most objective fidelity and quality
easures1,2,7 will assess images (a) and (c), and (b) and (d)

n Fig. 1 in a similar fashion. Subjective tests will probably
esult in different ratings.

2. Scene dependency due to a visibility of an artifact in
ome image areas compared to other areas. Keelan24 addresses
his as variations in scene susceptibility. Variations in scene
usceptibility occur when the same objective amount of an
rtifact such as noise, streaking, or banding, for example, is
resent in images, but it is more or less evident in different
ypes of scenes or different areas with the same scene. Keelan
hows that the digital artifact of streaking is more evident in
lear-sky image areas (i.e., relatively uniform, light areas)

igure 1. Blurred �top� and sharpen �bottom� versions of two images with
ifferent scene content.

le to these artifacts. Note: Susceptible areas are defined here as either those affected mostly by

Susceptible Image Areas

Uniform areas, slow varying areas �flat areas�

Slanted edges, slanted lines, high frequency information

Areas with periodic high frequency information �high frequency lines�

Areas with high frequency information �busy areas�

Areas with high frequency information �busy areas�

Edges, lines

All areas expect from pure blacks and pure whites

devices� Uniform areas, slow varying areas �flat areas�

Uniform areas, slow varying areas �flat areas�

l Small amounts: edges, lines, areas with high frequency information.
Large amounts: all areas

Dark areas surrounded by high intensity areas
susceptib

ital writing

y identica
han in image areas of high frequency signal and also in

J. Imaging Sci. Technol. 51�3�/May-Jun. 2007
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xtensive dark areas, which visually mask that streaking.
imilarly, for a given print granularity, it has been shown
hat graininess (i.e., subjective measure of photographic
ranularity) usually decreases with print density25 and hence
ark areas in prints are less visually susceptible to the arti-

act.
Figure 2 provides a demonstration of scene susceptibil-

ty to noise in digital images. Images (b) and (d) are noisy
ersions of images (a) and (c), respectively. In image (b)
ost observers would agree that noise reduces significantly

he overall quality of the image, since it is largely evident due
o low frequency original image content. In image (d) the
ame amount of uniform noise has been digitally added but,
ue to the abundance of high frequency information in the
riginal, the noise is hardly visible. Here again, classical dis-
ortion and objective quality measures will produce similar
esults for the two scenes whereas subjective measures will
ive very different ratings. Device independent image quality
odels8 as well as perceived distortion models7,26 (or fidelity

igure 2. Original �top� and noisy �bottom� versions of two images with
ifferent scene content.
Figure 4. Scaled mean, median, variance, and entr

. Imaging Sci. Technol. 51�3�/May-Jun. 2007
etrics—see overview in Ref. 7) attempt to overcome the
roblem of scene susceptibility since they utilize weighted

nformation contained in the images themselves rather than
he properties of the imaging system. Amongst other draw-
acks with perceived distortion models, however, is the fact
hat they assume that overall perceived distortion is mono-
onically increasing with perceived error,27 which is not al-
ays in line with subjective impressions of images.

3. Scene dependency (or susceptibility) of digital processes
r image processing algorithms, which consequently results in
ifferent visual results in different types of scenes. A classical
ase is that of image compression.28 Applying the same ob-
ective amount of transform based lossy compression (i.e.,
ompression ratio) in two different images, one with mostly
igh and the other with mostly low frequency information,
ill discard different quantities of information, since both
CT and DWT compression schemes discard mostly high

patial frequencies. Figure 3 illustrates the results of this ef-
ect, where both “Motorace” and “Boats” images have been
ompressed at a ratio 60:1. With both JPEG and JPEG 2000
ompression schemes, the results of the compression are

igure 3. Original and compressed versions of two images with different
cene content.
opy measures for all 16 original test images.

261
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ore evident in the “Motorace” image than in the “Boats”
mage.

Similarly, oversharpening an image with many lines and
dges will have more serious visual consequences than over-
harpening an image with slow varying information. Essen-
ially, the process of edge sharpening will take place in more
ixels in the first image than in the second one. In this last
ase of scene dependency, both objective and subjective
easurements will give different results for the two different

cenes.
Independently of the “type” of scene dependency, its

ain cause (which is the variations in original scene/image
roperties) as well as the consequences are the same. Scene

Figure 5. Skewness resul

Figure 6. Colorfulness resu
ependency makes the analysis of results and interlaboratory t

62
omparisons problematic. It often biases mean ratings and
his is why it is common use to exclude outlying results or
he “the odd scenes” in subjective quality measurements.
dditionally, the evaluation of objective image quality mea-

ures is difficult due to scene dependency in the perceived
uality.

There are ways to overcome some of the problems
aused by scene dependency. Using a representative set of
est stimuli (i.e., well illuminated, all subjects in focus) and
xcluding atypical stimuli (i.e., such as out of focus subjects,
ery high or very low contrast scenes) from the set of test
timuli is the most common. Nowadays many experimenters
mploy the ISO set of test scenes29 or some commonly used

l 16 original test images.

ll 16 original test images.
ts for al
lts for a
est images. These, however, do not effectively represent the

J. Imaging Sci. Technol. 51�3�/May-Jun. 2007
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Table III. Results from all measures applied on the 16 original test scenes and their rank order �from 0 to 16, ranked from lower to higher values�
for each measure.

Image Mean, m m rank
Median,

md md rank
Variance,

V V rank
Entopy,

E E rank

African tree 116.06 5 113 5 1296 2 6.77 2

bike 99.62 1 104 3 3002 6 7.50 10

boats 136.34 11 147 13 4474 13 7.62 12

cafeteria 119.33 6 125 8 4353 12 7.86 16

chinatown 138.17 12 123 7 3540 10 7.69 13

formula 107.48 2 109 4 3131 7 7.36 6

fruits 112.57 4 115 6 4514 14 7.84 15

glasses 184.31 15 204 16 3452 9 7.40 7

kids 124.41 7 93 1 4858 15 7.13 4

Lena 132.34 10 139 12 2257 3 7.42 9

leopard 186.19 16 203 15 2715 5 7.34 5

louvre 161.46 14 161 14 3291 8 7.40 8

motorace 109.33 3 100 2 4900 16 7.78 14

saules 131.24 9 135 11 2585 4 7.58 11

table 150.27 13 134 10 4060 11 7.08 3

yellow flowers 124.64 8 127 9 730 1 6.30 1

mean 133.36 133 3323 7.38

median 127.94 126 3372 7.41

max 186.19 204 4900 7.86

min 99.62 93 730 6.30

stand. dev. 25.78 33 1219 0.41

Image
Skewness,

s s rank

Variance
in

chroma,
VCab

*
VCab

*

rank
Busyness,

b b rank

Log of
number

of
lines,

log10�f�
log10�f�

rank

African tree −0.190 4 33.24 4 2.38 1 0.00 1

bike 0.323 13 157.15 9 83.65 13 2.40 14

boats 0.003 7 116.57 8 60.29 10 1.54 6

cafeteria 0.094 8 203.33 11 84.60 14 3.96 16

chinatown 0.358 14 74.44 7 65.74 12 2.01 10

formula 0.296 12 691.20 16 32.72 2 2.13 11

fruits 0.226 11 230.49 12 62.20 11 1.08 3

glasses −1.047 1 5.39 3 44.20 5 1.88 7

kids 0.768 16 130.68 10 40.48 4 1.89 8

Lena −0.143 5 0.00 1 50.10 8 1.18 4

leopard −0.994 2 0.00 1 49.30 7 0.00 1

louvre −0.381 3 50.63 5 52.86 9 1.94 9

motorace 0.627 15 348.89 15 89.25 15 3.17 15

saules −0.116 6 326.57 14 93.71 16 2.20 12

table 0.223 10 70.44 6 46.25 6 2.27 13

yellow flowers 0.153 9 235.46 13 35.41 3 1.53 5

mean 0.013 167.15 55.82 1.82

median 0.124 123.63 51.48 1.92

max 0.768 691.20 93.71 3.96

min −1.047 0.00 2.38 0.00

stand. dev. 0.499 178.61 24.04 1.00
. Imaging Sci. Technol. 51�3�/May-Jun. 2007 263
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ange and variety of different scenes that photographers, art-
sts and consumers may wish to record and reproduce with
igh quality. Furthermore, scenes that deviate in content

rom the representative set may not be reproduced appropri-
tely, since they are not in accordance with the “average”
eproduction derived from image quality results.

Bartleson in his extensive study on psychophysical
ethods30 suggested that the test stimuli should be chosen

y a clearly defined set of procedures, and proposed five
ays for choosing a sample of stimuli: (i) The random in-
ependent sample, (ii) the stratified sample, (iii) the contrast
ample, (iv) the purposeful sample, and (v) the identical
ample. In all cases apart from the randomly chosen
amples, some decisions have to be taken from the experi-

enter on the attributes and content of the test images. A
ample set of some kind is generated and the question “How
hall we measure the attributes of these?” is asked. Attributes
urrently are assessed by inspection and using the experi-
enter’s intuition and judgment.

igure 7. Stages of the image segmentation process used to separate
low varying areas from busier areas of the test image “yellow flowers.”
Figure 9. Busyness and log10 of the number o

64
CENE CLASSIFICATION WITH RESPECT TO IMAGE
UALITY MEASUREMENTS
he issue of scene selection and the problem of scene de-
endency in image quality assessments raise the following
uestions.14

• Are there any quantifiable characteristics/properties/
features in scenes that can be used to differentiate one
scene from another?

• Can we identify which of these inherent scene charac-
teristics correlate with human criteria used in image
quality judgements?

• Can we finally use a weighted set of scene descriptors
(or scene metrics) to identify, differentiate and group test
stimuli a meaningful way that matches the way humans
operate when they judge the quality of images?

As early as 1941, Jones et al.21 suggested that scenes can
e classified into relatively homogeneous groups with re-
pect to (a) general illumination characteristics, (b) direc-

igure 8. Example of segmented test images with different amount of
etail.
f lines for all 16 original test images.

J. Imaging Sci. Technol. 51�3�/May-Jun. 2007
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ional viewing aspect, and (c) spatial distribution of scene
lements and local illumination conditions. This was one of
he very first efforts to categorize exterior scenes by inspec-
ion. Today, with the use of digital imagery we can quantify

any aspects of a digitized scene or image. Also, we can be
n a position to understand the influence that different scene
roperties may have on our perception of those scenes, as
ell as on image quality metrics.

One way to identify scene features that have a significant
ole in image quality assessments is to look closely at the
isual description of the different image quality attributes
Table I) as well as the susceptible image areas in various
igital image artifacts (Table II). By doing this one can ob-
erve that a relationship between low-level visual features,
uch as

Table IV. Spearman correlation coefficients, r, of pairs of scaled
correlations are indicated with a strikethrough.

Median,
md

Variance
V

Mean, m 0.93 0.05

Median, md 0.17

Variance, V

Entropy, E

Skewness, s

Busyness, b

Figure 10. Stages of the line extraction process,
boats.
. Imaging Sci. Technol. 51�3�/May-Jun. 2007
• illumination and contrast
• hue and chrominance and color contrast
• lines and edges (hard and soft)
• slow varying areas (low frequency information)
• busy areas with high amount of detail/texture (high fre-

quency information) and human judgments on image
quality exists.

Quantification of these features, at global and local
region-of-interest) levels can help identify, differentiate and
roup test stimuli, along with the quantification of other
cene characteristics such as

• camera to subject distance
• spatial distribution of subjects.

s. Negative correlations indicate anticorrelated data. Unsuccessful

Skewness
s

Busyness
b

Lines
log10�f�

−0.80 0.18 0.32

−0.94 0.11 0.34

0.37 0.46 0.51

0.07 0.73 0.44

0.22 0.46

0.66

identify strong lines and edges in the test image
measure

Entropy
E

0.07

0.00

0.70
used to
265
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Low-level visual descriptors have been shown to relate
o semantic scene/image categories.31–33 There is a need for
eliable and workable low-level feature extraction algorithms
hat correlate with human assessment of the quantities that
re measured.

CENE ANALYSIS
xperimental work, based on previous work by two of the
uthors,13 was carried out to investigate the relationship be-
ween scene content and results from subjective assessments
n image compression, published in Ref. 34. The objective
as to investigate a variety of simple image analysis tools/
rocesses and use them to quantify some of the scene fea-

ures listed in the preceding section. At this stage only global
mage content was investigated. By applying these processes
o the set of original (noncompressed) images used in the
ubjective evaluation of JPEG and JPEG2000 (Appendix A)
e try to establish (a) how global spatial, luminance and

hromatic content may affect image compression and (b)
hether the selected image analysis tools are reliable mea-

ures of the selected scene features.
Image analysis was applied mostly to the CIELAB L*

hannel (the L* channel of each image was converted to an
-bit gray scale image for analysis), to derive measures relat-

ng to image tones and spatial frequency content. The im-

able V. Collective scene metric values and their relative rank order �from 1 to 16–in
arenthesis� from Group 1 of subjective results presented in Ref. 34. The bold values
ndicate similarity in measures.

Scene Metric Lena Glasses Leopard

m 132.34 �10� 184.31 „15… 186.19 „16…

md 139 �12� 204 „16… 203 „15…

s −0.143„5… −1.047„1… −0.994„2…

V 2257 „3… 3452 �9� 2715 „5…

E 7.42 „9… 7.39 „7… 7.34 �5�

b 50.10 „8… 44.20 „5… 49.30„7…

log�f� 1.18 „4… 1.88 „7… 0 �1�

VC* 0.00 „1… 5.39 „2… 0.00 „1…

Table VI. Collective scene metric values and their relative rank orde
in Ref. 34. The bold values indicate similarity in measures.

Scene Metric Formula C

m 107.48 „2… 11

md 109 „4… 1

s 0.296 �12� 0

V 3131 �7� 43

E 7.35 �6� 7

b 32.72 �2� 84

log�f� 2.13 �11� 3

VC* 691.20 „16… 20
66
ge’s Cab
* values were calculated from the CIE a*, b* chan-

els (ranged from −127 to 128; this range covers largely the
IELAB a*, b* limits of sRGB 8-bit images) and were used

o derive a measure relating to image colorfulness.

tatistical Measures
he following first order statistical measures35 were derived

rom the probability density functions (PDF) of the L* chan-
el in MATLAB36 environment:

• mean value, m: relates to the average global intensity in
the scene,

• median value, md: also relates to the average global in-
tensity in the scene,

• skewness, s: a descriptor of the imbalance of the PDF,
indicator of average intensity, low or high key scenes,

• variance, V: relates to the global scene contrast,
• entropy, E: relates to the information content, amount

of detail and random changes in the scene; it is com-
puted as

E = − �
i=0

k−1

P�i�log2 P�i� , �1�

where P�i� is the probability density of the ith gray level
and k the total number of gray levels.

to 16–in parenthesis� from Group 2 of subjective results presented

Motorace Kids

… 109 „3… 124.41 „7…

100 „2… 93 �1�

0.627 „15… 0.768 „16…

4900 „16… 4858 „15…

7.78 „14… 7.12 �4�

… 89.25 „15… 40.48 �4�

3.17 „15… 1.89 �8�

� 348.89 „15… 130.68 �10�

able VII. Collective scene metric values and their relative rank order �from 1 to
6—in parenthesis� from Group 3 of subjective results presented in Ref 34.

Scene Metric Louvre Fruits Bike

m 161.46 �14� 112.57 �4� 99.62 �1�

md 161 �14� 115 �6� 104 �3�

s −0.381 �3� 0.226 �11� 0.323 �13�

V 3291 �8� 4514 �14� 3002 �11�

E 7.40 �8� 7.84 �15� 7.50 �10�

b 52.86 �9� 62.20 �11� 83.65 �13�

log�f� 1.94 �9� 1.08 �3� 2.40 �14�

VC* 50.63 �5� 230.49 �12� 157.15 �9�
r �from 1

afeteria

9.33 „6

25 „8…

.094 �8�

53 „12…

.86 „16…

.60 „14

.96 „16…

3.33 �11
J. Imaging Sci. Technol. 51�3�/May-Jun. 2007



w
h
i

o
p
r
c

r
m
i
t

I
I
i
s
r
a

o
m

e
a
o
b
s
b
t

f
u

L
I
l
R
w
a
l
W
s
w

d
p
a
m
o
d
t

n
t
b
i
c
a

C
T
a
d
T
p
t
t
t

T
1

T
1
v

Triantaphillidou, Allen, and Jacobson: Image quality comparison between JPEG and JPEG2000. II. Scene dependency…

J

The variance of the CIELAB Cab
* of the images, VCab

*,
as used as a measure of color contrast or colorfulness. This
as been shown to correlate successfully with the perceived

mage colorfulness.37

In Figure 4, m, md, V, and E values are plotted for all 16
riginal test images. They are scaled between 0 and 10 for
resentation and comparison purposes. Figure 5 shows sepa-
ately image skewness, s, and Figure 6 the image variance in
hroma, VCab

* (0–10 scaled values).
Results from all statistical operations along with their

elative ranked order—ranked from the lower to the higher
etric value—are listed in Table III. Note that a negative s

ndicates a PDF imbalance toward high lightness, a positive s
oward low lightness and s close to zero no PDF imbalance.

mage Segmentation
n this paper busyness is defined as a scene/image property
ndicating the presence or absence of detail. A simple image
egmentation technique was applied in MATLAB, to sepa-
ate the slow varying areas from busier areas within the im-
ges. This involved.38

• the calculation of the gradient image of the CIELAB L*

channel, by applying the Sobel edge detector in both
horizontal and vertical orientations, and using a very

able VIII. Collective scene metric values and their relative rank order �from 1 to
6—in parenthesis� from Group 4 of subjective results presented in Ref 34.

Scene Metric Yellow Flowers Saules

m 124.64 �8� 131.24 �9�

md 127 �9� 135 �11�

s 0.153 �9� −0.116 �6�

V 730 �1� 2585 �4�

E 6.30 �1� 7.58 �11�

b 35.41 �3� 93.71 �16�

log�f� 1.53 �5� 2.20 �12�

VC* 235.46 �13� 326.57 �14�

able IX. Collective scene metric values and their relative rank order �from 1 to
6—in parenthesis� from Group 5 of subjective results presented in Ref. 34. The bold
alues indicate similarity in the measures.

Scene Metric Boats Chinatown Table

m 136.34 „11… 138.17 „12… 150.27 „13…

md 147 „13… 123 �7� 134 „10…

s 0.003 „7… 0.358 �14� 0.223 „10…

V 4474 „13… 3540 „7… 4060 „11…

E 7.62 „12… 7.687 „13… 7.08 �3�

b 60.29 „10… 67.74 „12… 46.25 �6�

log�f� 1.54 �6� 2.01 „10… 2.27 „13…

VC* 116.57 „8… 74.44 „7… 70.44 „6…
low threshold of 0.04,

. Imaging Sci. Technol. 51�3�/May-Jun. 2007
• the dilation of the binary image to amplify the detail,
using flat linear structuring elements,

• the use of a flood filling operation to fill the holes in the
dilated image,

• the erosion of the binary image to get rid of spurious
noise.

Figure 7 illustrates the different stages of this process for
ne image and Figure 8 six original images and their seg-
ented version.

The common threshold for the calculation of the gradi-
nt image was derived empirically, after careful observations
nd is considered appropriate for the segmentation process
f sRGB images, displayed at the given resolution. The value
, expressed as a percentage, was finally used as a metric of
cene busyness. It was calculated from the ratio of the num-
er of white pixels (that indicated the busy image areas) to
he total number of pixels.

Figure 9 illustrates graphically scaled results obtained
rom this segmentation process and Table III lists the b val-
es, along with their rank order.

ine Detection
n an effort to extract and quantify hard edges and strong
ines, we used the Marr-Hildreth edge detection39 and the
adon transformation in MATLAB.38 The zero crossings
ere determined using the Canny edge detector, with low

nd high thresholds set to 0.05 and 0.15, respectively. In the
ine space (see Figure 10), noise was filtered using a 5�5

iener kernel and the smoothened peaks (shown as bright
pots in Fig. 10) that corresponded to individual lines, f,
ere identified at a certain peak and above (peak �=70).

The problem with Radon transformation is that it pro-
uces more than one peak in the accumulation (line) space
er line in the image space, since recorded lines and edges
re usually noisy. The procedure worked relatively well for
ost of the images, especially those with an average number

f strong lines or with no strong lines at all. However, it was
ifficult to assess its performance in very busy scenes, were

he number of lines found was overexaggerated.
By observing the results, we found that the log10 of the

umber of lines �log10�f�� resulting from the above line ex-
racting operation was a relatively successful measure of
usyness and amount of lines within the scenes. Figure 9

llustrates graphically scaled results obtained from this pro-
ess and column 9 in Table III lists the actual log10�f� values,
long with their rank order.

orrelations
he Spearman correlation coefficient40 was used to relate
ny given pair of scaled measures (i.e., scene metric values)
erived earlier. The correlation coefficients are presented in
able IV. It can be seen that mean, m, and median, md, in L*

lane, and the PDF skewness, s, all correlate successfully;
hey all provide information on image global intensities. En-
ropy, E, correlates rather successfully with variance, V, in
he L* plane and with the metric for busyness, b.
267
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CENE DEPENDENCY AND SUBJECTIVE RESULTS
n an effort to establish a number of preliminary relation-
hips between original scene content and perceived quality
n image compression, the scene metric values produced in
he preceding section were examined against groups of
cenes shown to produce common subjective rating in
ef. 34.

To discuss the proximity of the scene metric values be-
ween the different scenes, and therefore the similarity in
heir characteristics, we binned these values into four ranges,
rdered by relative distance from the average. The median
alue of each scene metric was used as the average value for
hat metric. Values found to be within one sigma from the

edian were considered “average” and were split into “aver-
ge to low,” if below the median and “average to high,” if
bove the median. Another two bins included “extreme” val-
es, i.e. values that were more than one standard deviation
way from the median, comprising the “very low” category if
ore than one sigma below the median, and “very high” if
ore than one sigma above the median. Further, in

ables V–IX the values in bold belong to a common bin for
specific scene metric (although it is not indicated to which
ne of the 4 bins) and therefore indicate similarity in the
elevant scene characteristic.

Table V tabulates the collective scene metric values from
he Group 1 of subjective curves that includes the scenes
Lena,” “glasses,” and “leopard.”34 In this group of images
PEG2000 outperformed, in most cases, JPEG at all com-
ression rates. Little or no loss in perceived quality is noticed
ntil 40:1 compression with JPEG2000, as demonstrated for
ne test image, “Lena,” in Figure 11. The most prominent
ollective features in these scenes are

• Very low variation in chroma, VC*—these are the three
out of the sixteen scenes with no, or very low chromi-
nance information—and

• High global intensity, indicated by average to high
mean, m, and median, md, and very low PDF skew-
ness, s.

igure 11. Subjective results from test image “Lena” �as presented in Ref.
4�.
therwise, the scenes are of average busyness and entropy.

68
Table VI tabulates the collective scene metric values
rom the Group 2 of subjective curves, including the scenes
formula,” “cafeteria,” “motorace,” and “kids.”34 In this
roup, again, JPEG2000 outperformed JPEG at all compres-
ion rates, but the difference in the perceived quality between
he two compression schemes is less distinct than in Group
, while the uncompressed image (i.e., the TIFF version)
aintains always better quality than any compressed ver-

ions. An example is illustrated in Figure 12.
Common scene features in this group include

• Very high variation in chroma, VC*, or very high vari-
ance V, or both.

• Two of the scenes in this group are amongst the busiest
scenes in the entire set, with high E, b, and log10�f�.

• Global intensity is average-to-low or very low.

lso, all scenes in this group include lettering (see Appendix
).

In Groups 3–5 there are no distinct common scene
haracteristics34 (see Tables VII–IX respectively). It is per-
aps interesting to notice that none of the images of Group
, “boats,” “Chinatown” and “table” (where there is virtually
o subjective difference in perceived quality between the two
ifferent compression schemes at all levels of compression—
ee example in Figure 13) have “extreme” features (Table
X). The scenes present

• average or average to high global intensity,
• average to high variance,
• average or average-to-high busyness, entropy, and num-

ber of lines,
• average to low variation in chroma.

Finally, in one scene, the “African tree,” JPEG clearly
utperformed JPEG2000 over the entire compression range
i.e., up to 80:1 compression rates), while up to 40:1 JPEG
ompression, the compressed versions of this scene were
udged of a higher quality than the uncompressed TIFF,34 as
emonstrated in Figure 14. Table X indicates that “African
ree” is a scene with

igure 12. Subjective results from test image “formula” �as presented in
ef. 34�.
• very low variance, V (i.e., low contrast) and

J. Imaging Sci. Technol. 51�3�/May-Jun. 2007
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J

• average to low global intensity and chromatic informa-
tion.

• This is the least busy scene in the entire set, with very
low entropy, E, the lowest busyness, b, and zero number
of lines, log10�f�.

Overall, the general observations drawn from the quan-
ification of scene features match fairly successfully visual
bservations of the scenes provided in Ref. 34, which also
rovides explanations on how these features affect the per-
eptibility of related artifacts. However, the small number of
est-scenes and the unaccounted for Human Visual System
nd display scene metrics presented here do not allow for
oncrete conclusions that relate scene content and image
ompression. The following overall trends can be identified
rom this study: JPEG2000 clearly performs better than JPEG
n high global intensity, low chroma scenes, with average
ontrast and average busyness. JPEG2000 performance is not
s good, but is still better than JPEG in very busy scenes, of
igh contrast and/or high color contrast with average global

ntensity. JPEG, on the other hand, far outperforms
PEG2000 (and in some cases the TIFF original at relatively
ow compression rates) in a very low contrast, rather low
lobal intensity and low chroma test scene, a scene of dis-

igure 13. Subjective results from test image “boats” �as presented in
ef. 34�.

igure 14. Subjective results from test image “African tree” �as presented
n Ref. 34�.
inctly low busyness. p

. Imaging Sci. Technol. 51�3�/May-Jun. 2007
ISCUSSION
e have described in detail the long-standing issue of scene

ependency related to image quality assessments. The iden-
ification, selection and classification of scenes/images are
nresolved challenges, not only within the imaging science
ommunity and to-date there has not been a universal way
or scene selection and classification. Many image classifiers
re far too complicated and insufficiently comprehensive,
nd are often employed mostly by the teams who introduce
hem, whereas others that are commercialized are sold very
xpensively. It is also important to notice that, often different
mage classifiers serve different purposes.

In this paper, we propose image analysis for tackling the
roblem of scene selection and classification with respect to

mage quality measurements. To start with, our approach is
imple but the preliminary work carried out here indicates
hat there is potential to extract quantitatively features in
mages using simple image analysis tools, such as image sta-
istics, image segmentation, edge detection etc. in order to
evelop selected image feature metrics for each of these
roperties.

The successful metrics can be combined and weighted
ppropriately to produce a means for selecting and grouping
est scenes/images in image quality assessments. In the third
ection, we proposed an initial list of image features that play
significant role when the quality of images is judged.

Further work on the topic should include identification
f successful metrics that best describe the selected image
roperties/features. This can be succeeded by seeking corre-

ations between human assessments and derived metrics val-
es for each selected property (e.g., human judgments of
cene business, colorfulness, amount of strong/weak lines,
tc., can be put against respective metric values to identify
est correlations). The successful image metrics should be
robably weighted according to location and visual

mportance.41

It is also important that an appropriate space is used to
escribe the digital image values. In this work we use the
IELAB space, which is limited, since it does not take into

ccount color appearance issues42 that are present in com-

able X. Collective scene metric values and their relative rank order �from 1 to
6—in parenthesis� from the scene “African tree.”

Image Metric African Tree

m 116.06 �5�

md 113 �5�

s −0.190 �4�

V 1296 �2�

E 6.77 �2�

b 2.38 �1�

log�f� 0 �1�

VC* 33.24 �4�
lex scenes. Using a color appearance model, such as
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IECAM02,43 to describe the image in appearance coordi-
ates is a better option.

Once the image is transformed to color appearance co-
rdinates, preprocessing of the digital image values prior to

mage analysis should accommodate for the human visual
ystem44 and for the display medium. This task can be

odular in a similar fashion to the prefiltering that takes
lace in the iCAM image quality framework, introduced by
ohnson and Fairchild.8 It needs to include processes such as
patial prefiltering to accommodate for the human contrast
ensitivity function, local contrast detection, and spatial lo-
alization as well as the modulation transfer function of the
isplay/print medium.

The above tasks are labor intensive but they are com-
rehensive and inclusive. Once individual procedures for

mage data calibration are set and metrics for individual
cene properties are selected and combined, they can be
tandardized so that they provide a universal mean for scene
lassification with respect to image quality measurements.

(Appendix available as Supplemental Material on the
S&T website, www.imaging.org)
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