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bstract. The authors have developed a multi-spectral scanner for
ccurately printing proofs that employs an LED array coupled with a
hotodiode array to measure the reflectance spectra. The system is
omposed of an LED array with five different spectral radiant distri-
utions and 2048 silicon photodiodes with a Selfoc lens array (SLA)

or imaging. Five types of LED were selected from among 40 types
f commercially available LED with different spectral radiant distri-
utions in order to minimize the average color difference �E94

* be-
ween the measured and estimated reflectance spectra of 81 typical
olor charts. The multiple regression method based on the cluster-

ng and polynomial regression algorithm was introduced for highly
ccurate estimation of the spectral reflectance for printing. The re-
ults indicate that the average and maximum color differences �E94

*

etween the measured and estimated reflectance spectra of 928
olor charts were 1.02 and 2.84, respectively. The scanner can
easure the reflectance of prints having a 0.5 mm pitch resolution
nd a scanning speed of 100 mm/s. The field programmable gate
rray (FPGA) and digital signal processor (DSP) were introduced in
rder to accelerate the calculation of sensor calibration and the es-

imation of the reflectance spectra of the printed proof for practical
nd commercial use. As a result, the developed scanner could mea-
ure the reflectance spectra of the printed proof within 20 s.

2007 Society for Imaging Science and Technology.
DOI: 10.2352/J.ImagingSci.Technol.�2007�51:1�61��

NTRODUCTION
olor proofing has been widely used to evaluate and con-

ider the color reproduction in printing, in order to provide
guarantee to customers regarding the quality of print based
n the colorimetric color reproduction. In recent years, the
vailability of accurate digital color proofs via computer net-
orks has reduced the cost and time associated with

ransportation.1,2

A color densitometry scanner is usually used to measure
nd digitize the color information of the color proof into R,
, B densities.3–5 Printing proofs based on densitometric
easurement are influenced by the illuminantion condition.

or colorimetric color reproduction in the printing industry,
t is necessary to compare color proofs and prints under the

eceived Jul. 3, 2005; accepted for publication Oct. 2, 2006.
p062-3701/2007/51�1�/61/9/$20.00.
lluminant D50.6,7 In the process of gaining approval by the
ustomer, however, the use of D50 is not always practical.

Recently, multi-spectral imaging8–15 has been developed
or accurate color reproduction under different illuminants.
he reflectance spectra of the object are acquired in this

maging system for calculating the colorimetric values under
rbitrary illuminants. Multi-spectral imaging is usually per-
ormed using five or more color filters for multi-band imag-
ng. Typically, rotating filters are mounted in front of a

onochrome CCD camera.8–11 However, a great deal of
ime is required to rotate the filters with a mechanical wheel.
herefore, instead of rotating filters, a liquid crystal tunable
lter (LFTF) may be used in multi-spectral imaging.12–14

his is appropriate for high speed measurement because the
FTF can change the spectral distribution of the filter, such
s the peak wavelength and bandwidth, within several milli-
econds. As a recently developed method for high-speed

easurement, the CRISTATEL project15 uses a small cask
ith filters and a linear CCD array detector, which provides
0 ms scanning for each filter. However, these methods re-
uire a distance of more than 30 cm between the device and
he object, which is not practical for factory use. In addition,
t is necessary to satisfy the specifications of accuracy, com-
actness, and high speed measurement for creating digital
olor proofs in the print industry.

We developed a multi-spectral scanner using an LED
rray and a photodiode array in order to accurately measure
he spectral characteristics of the printing proof. A compact
canner can be achieved using LED illumination and an op-
ical element, such as the Selfoc lens array. Conventional
olor filters are not necessary in this scanner because the
ED emits light that has a band-limited spectral radiant dis-
ribution. Since the LED response time is very fast, high-
peed measurement is possible by the timesharing control of
ach LED emission.

In designing the multi-spectral scanner with an LED
rray, it is important to decide the number of LEDs and the
pectral radiant distribution of each LED. The algorithm by
hich to decide the optimal combination of LEDs is ex-

lained in the third section. We develop the multi-spectral
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canner using the obtained optimal combination of LEDs
nd evaluate the accuracy of estimated reflectance spectra in
he fourth and fifth sections, respectively. In order to im-
rove the accuracy of the estimation, we also introduce ad-
itional algorithms using the clustering method and the
olynomial regression method in the sixth section. Finally,
oncluding remarks are presented in the seventh section.

OMPACT MULTI-SPECTRAL SCANNER USING AN
ED ARRAY
igure 1 shows a schematic design of the proposed multi-
pectral scanner. In order to satisfy the geometric conditions
efined by the ISO or DIN standard6 for the 0–45° method,

he LED array is attached to a mount in order to illuminate
he print from 45°, and the detector array is set to detect the
ight at 0° from the print. The Selfoc lens array (SLA) is
nserted between the print and the detector in order to
chieve a compact structure.

In this system, a multiple-color type LED is used for
ulti-spectral imaging. Each emission for color can be con-

rolled independently in this multiple-color LED. The analog
esponses of the photodetector for each color emission in
he LED are converted to digital values, and the calibrated
alue Pi�x ,y� at position �x ,y� illuminated by the ith LED is
xpressed as

Pi�x,y� =

�
380

780

S���Li�y,��R�x,y,�� d� − D�y�

�
380

780

S���Li�y,��W�y,�� d� − D�y�

1

Wri

, �1�

here S��� is the spectral sensitivity of the photodiode, R���

Figure 1. Schematic illustration of th
s the spectral reflectance of the print, and Li�y ,�� is the

2

pectral radiant distribution of the ith LED at position y.
he spectral reflectance W�y ,�� is measured on the refer-
nce white plate at position y, and D�y� is the measured
esponse of the photodiode when all of the LEDs are
witched off. The coefficient Wri is used to compensate the
ifference between the reference white plate and the standard
hite corresponding to the ith LED. The practical use of the
ED for color measurement requires two compensations,
ne for amplitude fluctuation and one for wavelength fluc-
uation. Equation (1) indicates a compensation for the am-
litude fluctuation of the LED. A compensation for the
avelength fluctuation is taken into account in the LED se-

ection in the third section. Equation (1) is applied for a
arge number of photodiodes in the multi-spectral scanner.
n our system, we use a field programmable gate array
FPGA) for calculation because the FPGA has can perform a
arge number of simple, high-speed calculations.

As mentioned above, each color emission in the LED is
ontrolled by the timesharing process, and the responses of
he photodetector for color emissions are ordered and

pectral scanner using an LED array.
Figure 2. Spectral radiant distribution of commercially available LEDs.

J. Imaging Sci. Technol. 51�1�/Jan.-Feb. 2007
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treamed in the time series. The stream of responses is
tored in memory for each set of color emissions in the
ixel. Based on the stored set of color emissions, the spectral
eflectance is estimated in the digital signal processor (DSP).
he DSP is superior for calculating vector-matrix operation
t high speed, i.e., for handling the stored responses in the
emory. In the present paper, the multiple regression
ethod is used for spectral estimation.9 The estimation pro-

ess for the multiple regression method is expressed simply
s follows:

�
R̂380

R̂390

]

R̂780

� = �
A380,1 A380,2 ¯ A380,i

A390,1 �

] ]

A780,1 ¯ A780,i

� �
P1

P2

]

Pi

� , �2�

here R̂� is the estimated reflectance at wavelength �, and

�,i are the elements of the estimation matrix, which is de-
ermined from the relationship between the scanner re-
ponse and the spectral reflectance of the samples. The
ample should be chosen so as to represent the target prints
nd should be measured a priori.

ELECTION OF LEDs
n developing a multi-spectral scanner using an LED array, it
s important to decide the number of LEDs and the spectral
adiant distribution of the LEDs. In conventional multi-
pectral imaging using the color filters, it is possible to op-
imize the spectral distribution of the filters9 and produce
he optimized filters in industry. However, the spectral radi-
nt distribution of the LED has already been decided by the
pitaxy process of the LED. Thus, it is not practical to opti-
ize the spectral radiant distribution of the LED when de-

igning the imaging system. In the present paper, we selected
n LED combination from 40 types of commercially avail-
ble LEDs in order to minimize the error between the origi-
al reflectance and the estimated reflectance. Figure 2 shows

he spectral radiant distributions of the LEDs, which are
ormalized by the peak power and are obtained from the
pecifications of the LED. However, the peak wavelength of
ach LED is usually shifted by the fluctuations in the epitax-
al deposition process during manufacture. Figure 3 shows
ypical examples of this fluctuation. This fluctuation must be
aken into account in order to select the LEDs for robust
esign in the imaging system.

In the following, we will explain the flow of the LED
election for the optimized robust imaging system. In the
rst step, the number of LEDs to be selected is i, and the
ow is repeated while varying i from 3 to 7, in order to
ecide the optimal number of LEDs. Here, n is the combi-
ation of 40 items taken i at a time, and the evaluation
rocess is repeated n times by changing the combination of
EDs.

Next, the responses for the reflectance sample illumi-
ated by the LED combination are obtained by computer

imulation of the imaging system, and the calibrated re- d

. Imaging Sci. Technol. 51�1�/Jan.-Feb. 2007
ponses are obtained by Eq. (1). The spectral reflectance is
stimated from the calibrated responses by using the mul-
iple regression method, as given by Eq. (2). The noise gen-
rated by the photo detector is usually added in the optimi-
ation process of the multiple regression method. However,
his noise is ignored in our selection of the optimal LED
ecause our system has a circuit for the compensation of the
ignal-to-noise ratio, as shown below in the fourth section.
his circuit can provide an adequate signal-to-noise ratio by
ontrolling the radiation time of the LED, even if a narrow-
and LED is selected.

If the color difference between the measured reflectance
nd the estimated reflectance is greater than the permissible
hreshold, then the calculation progresses to the next evalu-
tion process by changing the combination of LEDs. In ad-
ition, if the color difference is equal to or less than a per-
issible threshold, the color difference value and the

ombination of LEDs are recorded.
The estimated reflectance is evaluated in comparison

ith the original reflectance of the sample. In the present
aper, 81 samples for reflectance are examined for each
valuation of the LED combinations. These samples are half-
one printed samples and white paper. The halftone samples
ave dot areas ranging from 10% to 100% in 10% pitches of
, M, Y, K, MY, CY, CM, and CMY, respectively. Figure 4

hows the reflectance spectra of the 81 color samples, which
re printed on coated paper and measured by a portable
pectrophotometer (Gretag-Machbeth Spectro-Eye). The
hoice of these samples is related to the application of the

igure 3. Example of the shift of peak wavelength generated in the epi-
axial deposition manufacturing process.

igure 4. Reflectance spectra of 81 color samples printed on coated
aper.
igital color proof for offset print.
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The criteria for evaluation should be set so as to meet
he criteria used in practical applications for various types of
apers and illuminants. For the criteria in the present paper,
e first optimized the LED selection by using illuminant
50 and coated paper, which is the most popular combina-

ion in the graphics industry and is defined in ISO 13655.6

he criteria for other paper and illuminant combinations
ere evaluated using the optimal combination of LEDs,
hich was selected using illuminant D50 and coated paper.

It is also necessary at evaluation to consider the fluctua-
ion of the peak wavelength for the criteria. When the color
ifference �E94

* in the CIE L*a*b* color space16 is equal to or
ess than a permissible threshold in the evaluation process,
e add a ±10 nm variation to the peak wavelength for each
ED in the process of estimation. The degree of variation of
10 nm is decided with a sufficient range from the measure-
ents of LEDs, as shown in Fig. 3. Since the variations of
10 nm, 0 nm, and +10 nm should be applied to each LED,
e have 3i variations for i LEDs. The maximum color dif-

erence �E94
* indicates the maximum value obtained by the

alculated results of 3i types of variation, which has −10 nm,
nm, and +10 nm fluctuations of peak wavelength at each

igure 5. Results of simulation for various numbers of LEDs �D50
lluminant�.
Figure 6. Spectral radiance distribution of LEDs o

4

ED, respectively. Finally, the maximum color difference
E94

* is used for the final evaluation value of the current
ombination of LEDs.

Figure 5 shows the results of calculation for the varia-
ion of the number of LEDs. In this figure, the triangles
ndicate the result of the maximum �E94

* without the
10 nm fluctuation of the peak wavelength, and the squares

ndicate the results of the maximum �E94
* , which was used

or robust assessment of the ±10 nm fluctuation. Both re-
ults indicate that the accuracy of estimation is improved as
he number of LEDs increases. Five LEDs are necessary in
rder to estimate a spectral reflectance below the maximum
E94

* =2, which is calculated between the original reflectance
pectra and the estimated reflectance spectra. Figure 6 shows
he spectral radiant distributions of the best combination for
hree, four, five and six LEDs. The best number of LEDs was
etermined to be 5, and the peak wavelengths of the LEDs
ere obtained as 450, 470, 530, 570, and 610 nm, respec-

ively.
As mentioned above, five LEDs were determined to be

ffective for various printed papers and illuminant condi-
ions, although the best selection was obtained by evaluation
sing only illuminant D50. We next evaluate the effective-
ess of the estimation in detail. Table I shows the printed
aper and illuminant conditions that are used to verify the

nfluences of the printed paper and illuminant conditions on
he estimation. The accuracy of the estimation is examined
sing “art paper” and “matte paper,” which are often used in

he print industry. The estimation matrix is calculated using
1 color samples of “coated paper” prints under the illumi-
ant D50, as mentioned above, and the spectral reflectance

s estimated from the response of the multi-spectral scanner
or art and matte color samples. The accuracy of the estima-
ion is also examined under A, C, D50, and D65. Figure 7
nd Table II show the results as maximum �E94

* between the
btained by simulation using an LED array.

J. Imaging Sci. Technol. 51�1�/Jan.-Feb. 2007



o
s
m
s
w

m
a
±
e
t
d
m

l
n
r
t
o
a
F
b
t
N
b
w
W
C
e
p
p

fi
4

T
i

T
m

Yamamoto et al.: Development of a multi-spectral scanner using LED array for digital color proof

J

riginal reflectance and estimated reflectance in 81 color
amples for each paper and illuminant. Note that the esti-

ated reflectance for this result is calculated using the best
election among 450, 470, 530, 570, and 610 nm LEDs,
hich are obtained with illuminant D50 and coated paper.

The black bar in this graph shows the results for maxi-
um �E94

* without ±10 nm fluctuation of peak wavelength,
nd the gray bar shows the results for maximum �E94

* with
10 nm fluctuation of the peak wavelength. In Fig. 7(a), the

stimation accuracies for art and matte papers are higher
han that for coated paper, even if the estimation matrix was
esigned for coated paper. In general, the accuracy of esti-
ation depends on the spectral gamut range, which is the

able I. Calculation conditions verified by the influence of the printed paper and the
lluminant an LED array.

LED No. Printed paper Illuminant

Condition 1

5 Coat D50

5 Art D50

5 Matte D50

Condition 2

5 Coat A

5 Coat C

5 Coat D50

5 Coat D65

*
Figure 7. Results of �E94 for each type of paper and illuminant.

. Imaging Sci. Technol. 51�1�/Jan.-Feb. 2007
ow-dimensional linear space calculated by principal compo-
ent analysis with training samples. Since the spectral gamut
anges of colors on art and matte papers are included within
he spectral gamut range of colors on coated paper because
f ink/media interactions, the estimated results of color on
rt or matte paper can be more accurately approximated.
igure 7 and Table II show the results for maximum �E94

*

etween the original reflectance and the estimated reflec-
ance in 81 color samples for each paper and illuminant.
ote that the estimated reflectance is calculated using the
est selection of 450, 470, 530, 570, and 610 nm LEDs,
hich was obtained using illuminant D50 and coated paper.
e obtained highly accurate reproduction for illuminants A,
, and D65. Based on Figs. 7(a) and 7(b), it is confirmed

mpirically that the estimation matrix obtained for coated
aper and illuminant D50 is also effective for other types of
aper and illuminant.

As a result, we found that the best number of LEDs is
ve, and the peak wavelengths of LEDs were obtained as
50, 470, 530, 570, and 610 nm, respectively.

able II. Results for maximum �E94
* between the original reflectance and the esti-

ated reflectance for each paper and illuminant.

Condition Color difference �E94
*

Printed
paper Illuminant

Without
fluctuation

With
fluctuation

Coat D50 0.48 1.52

Art D50 0.44 1.51

Matte D50 0.28 0.89

Coat A 0.52 1.55

Coat C 0.50 1.53

Coat D50 0.49 1.52

Coat D65 0.44 1.52
Figure 8. Prototype multi-spectral scanner.

65
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EVELOPMENT OF A MULTI-SPECTRAL SCANNER
e developed a multi-spectral scanner using the best com-

ination of five LEDs. Figure 8 shows a prototype multi-
pectral scanner that can measure a 1024 mm�800 mm
rint sample, and Fig. 9 (Available in color as Supplemental
aterial on the IS&T website, www.imaging.org) shows the

esulting images that were measured by this scanner. The
canner consists of a sensor head with a detector, LED illu-

inations, and a processing circuit. The detector has a 2048
hotodiode array and an SLA is inserted between the print
nd the detector. A surface-mount-type LED is used in the
canner in order to make it more compact for practical use.

Thirty-two sets of the five selected LEDs were used as
he multi-band illumination. The peak wavelength of all
EDs was measured before mounting, and we used only
EDs that have fluctuations within ±10 nm of the peak

igure 9. Resulting images measured by the multi-spectral scanner: �a�
olor proof printed by press, �b� scanned image by a 450 nm LED, �c�
canned image by a 470 nm LED �d� scanned image by a 530 nm LED
e� scanned image by a 570 nm LED �f� scanned image by a 610 nm
ED. �Available in color as Supplemental Material on the IS&T website,
ww.imaging.org.�
bFigure 10. Timing chart of the timesharing process for each LED.

6

avelength, corresponding to the designed center wave-
ength. These sets of three LEDs are aligned to illuminate the
rint from an angle of +45°. We were unable to align five
ypes of LED as one linear array because the power of each
ED was insufficient for sparse alignment for each type of
ED. Therefore, the remaining LEDs were aligned to illumi-
ate the print from an angle of −45°.

In the system, the print is scanned twice: forward and
ackward. Three types of LED from +45° angles are used for

llumination in the forward scan, and two types of LED from
45° angles are used for illumination in the backward scan.
ach LED emission is controlled by the timesharing process

o illuminate the print by one type of LED at each time.
igure 10 shows the timing chart of the timesharing process.
or effective output level setting, the time of the measure-
ent at each line is divided by the ratio of the LED power in

rder to determine the duration time for each LED.
The scanner is capable of sampling 2048�1600 pixels

o measure an image of 1024 mm�800 mm with a pitch of
.5 mm. A standard white plate is mounted at the home
osition of the scanner, and the responses of darkness and
hiteness are initially measured at the home position. The

mplitude fluctuation of each LED is compensated using
his initial measurement, as shown in Eq. (1). The analog
esponse of the photodetector for each LED illumination is
onverted to 16 bits by an A/D converter, and the number of
igital data reaches approximately �2048�1600�5�2�,
orresponding to 33 mb, which is acquired by all of the
ixels for each LED. The digital data are sent from the multi-
pectral scanner to the processing circuit by a high-speed
ransmitter. The processing circuit performs the calculations
f the calibration and multiple regression method as given

Figure 11. Block diagram and picture of the processing circuit.
y Eqs. (1) and (2).

J. Imaging Sci. Technol. 51�1�/Jan.-Feb. 2007
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Figure 11 shows the processing circuit, which is com-
osed of the FPGA, the memory, and the DSP. The calibra-
ion of amplitude fluctuation by Eq. (1) is performed at the
PGA in the time series, and the stream of responses is

nstantly stored in the memory. The calculation of the mul-
iple regression method by Eq. (2) is performed at the DSP,
hich is superior for handling responses stored in memory.

n this calculation, expressed in Eq. (2), we adopt distributed
omputation using six DSPs, where 342 pixels are assigned
o each of the six DSPs.

The scanning speed is designed to require 4000 �s per
.5 mm pitch based on the architecture of the hardware in
he developed multi-spectral scanner. The total number of
cans required to measure a proof with a width of 800 mm
nd a pitch of 0.5 mm is 1600. In this system, approximately
6 s is required for the multi-spectral measurement because
he color proof is scanned forward and backward. Therefore,
he total measurement time, including calculation and dis-
lay for practical examination, is less than 20 s.

VALUATION OF THE DEVELOPED SYSTEM
n this section, we evaluate and discuss the performance of
he newly developed multi-spectral scanner. The multiple
egression matrix for estimation is determined from the 81
olor samples on coated paper, and the spectral reflectances
re estimated from the responses for 928 colors in the
SO12642 IT8/3 chart. Figures 12(a) and 12(b) show the
xamples of estimated reflectance spectra compared to the
riginal reflectance spectra. The best estimation, shown in
ig. 12(a), achieves an acceptable accuracy over the entire
avelength. In contrast, the worst estimation, shown in Fig.
2(b), fails to fit the spectral reflectance in the region, except
or the center wavelength of the selected LEDs. In this case,
ve LEDs are insufficient to represent the spectral pattern.

Figure 12(c) shows the color difference between the
riginal and estimated reflectance spectra of 928 colors
harts using the developed multi-spectral scanner. The aver-
ge color difference �E94

* is 1.23, and the maximum color
ifference �E94

* is 4.07. In general, in the printing industry,
he empirically acceptable average color difference is ap-
roximately 2.5, and the maximum color difference is ap-
roximately 3.0 in the CIE L*a*b* color space.17,18 Therefore,

he multi-spectral scanner developed using LEDs is consid-
red to have sufficient accuracy with respect to average color
ifference, even though the maximum color difference ex-
eeds the value of �E94

* =3.0. In the next section, we will
mprove the estimation method in order to reduce the maxi-

um color difference.

LUSTERING AND POLYNOMIAL REGRESSION
n this section, the clustering method and polynomial re-
ression method19 are applied to improve the accuracy of
stimation with respect to the maximum color difference.
igure 13(a) shows the CIE a*b* diagram of estimated color

or 928 samples, which are printed on coated paper and
bserved under illuminant D50. The estimated color is ob-
ained using the multiple regression method. The triangles

ndicate the color samples having a color difference greater t

. Imaging Sci. Technol. 51�1�/Jan.-Feb. 2007
han �E94
* =2.5, and the dots indicate the other color

amples. In this diagram, the triangles appeared in the red
nd green hue regions. Therefore, we apply the clustering
ethod in these regions, which, in this paper, is performed

imply by dividing the area by hue angle. For the results that
xceed 2.5 with respect to color difference �E94

* , the centers
f the hue angles for the green and red regions were calcu-

ated by the k-mean method. In each region, the upper limit
f the hue angle is decided by adding the quantity obtained
y multiplying the standard deviation of these hue angles by
to the center of the hue angle, and the lower limit of the

ue angle is decided by subtracting the quantity obtained by
ultiplying the standard deviation by 3 from the center of

igure 12. Results of estimation accuracy using the multiple regression
ethod. �a� Best examples of spectral reflectance by estimation. �b�
orst examples of spectral reflectance by estimation �↓ center wave-

ength of LEDs used herein�. �c� Color difference of 928 colors in the IT/8
hart between the original and estimated spectral reflectance. �d� Histo-
ram of the color difference of 928 colors in the IT/8 chart
he hue angle.

67
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For the clustering method, we first performed a prelimi-
ary estimation using 81 samples for training and 928
amples for testing. As shown in Fig. 13(a), based on the
btained results, for the red sample within the angles of −5°
o 40° in hue, the angle was classified from the 81 samples,
nd the green sample within the angles of 145° to 175° was
lso classified from the 81 samples. As a result, three estima-
ion matrixes were constructed using the clustered red
ample, the clustered green sample, and the 81 samples. In
ractical scanning, the first estimation of 928 samples for

esting is executed using a color matrix of all 81 samples, and
*a*b* of the estimated spectral reflectance is calculated. For
*a*b* of the samples included in the red or green cluster
rea, the estimation is executed again using the correspond-
ng estimation matrix. Figure 13(b) shows the color differ-
nce of 928 color samples based on this clustering method.
he average color difference is improved to be �E94

* =1.04,
nd the maximum color difference is �E94

* =3.89. From
hese results, the clustering method is considered to be ef-
ective for improving the accuracy of estimation for spectral
eflectance. However, we could not effectively reduce the

igure 13. Improved results of estimation accuracy using the clustering
ethod. �a� Results for the estimated spectra in the CIE a*b* spaces. �b�
olor difference of 928 colors in the IT/8 chart. �c� Histogram of the
olor difference of 928 colors in the IT/8 chart.
aximum color difference using the clustering method. c

8

The polynomial regression method is expected to im-
rove the accuracy of estimation because the error of esti-
ated reflectance is caused by a nonlinear characteristic,
hich is not expressed by the multiple regression method in
ig. 12(b). This polynomial regression method is performed

n order to add the squared response Pi
2 in the calculation of

he multiple regression matrix, as shown in Eq. (3),

�
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R̂390

]

R̂780

� = �
A380,1 A380,2 ¯ A380,i A380,1

2
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2
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] ]

A780,1 ¯ A780,i
2

�
��
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P2

]

Pi

P1
2

]

Pi
2

� . �3�

For the polynomial regression method, we use an esti-
ation matrix calculated by Eq. (3) with 81 colors, and

valuation is performed using 928 samples. Figure 14(a)
hows a comparison of the estimated reflectance spectra cal-
ulated by the polynomial regression method and by the
ultiple regression method. This example is for the same

ample as in Fig. 12(b), which is the worst sample using the
ultiple regression method. The spectral pattern better fits

he original reflectance than that obtained by the multiple
egression method, and the color difference between the es-
imated reflectance and the original reflectance is improved
sing the polynomial regression method.

Figure 14(b) shows the color difference of 928 color
amples using the polynomial regression method. The re-
ults show that the average and maximum color differences
re improved to �E94

* =1.02 and �E94
* =2.84, respectively.

ONCLUSION
e have developed a multi-spectral scanner using an LED

rray to construct an accurate digital color proofing system.
or the system design, a robust technique was proposed to
elect LEDs from combinations of 40 commercially available
EDs in order to minimize the color difference �E94

* be-
ween the measured reflectance and the estimated reflec-
ance. In this selection of LEDs, the fluctuation caused by
he epitaxial deposition process during manufacture was
aken into account. As a result of LED selection, we found
hat five LEDs are required in order to estimate spectral
eflectance with �E94

* =2. The peak wavelengths of the LEDs
ere selected as 450, 470, 530, 570, and 610 nm and were

ndependent of changes in the illuminant conditions.
For practical verification in the printing industry, we
onstructed a prototype multi-spectral scanner using the

J. Imaging Sci. Technol. 51�1�/Jan.-Feb. 2007
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ED array. In the sensor head, the photodiode array, which
as 2048 pixels, was used as a detector, and a Selfoc lens
rray was inserted for imaging between the object and the
etector. In the processing circuit, the FPGA and the DSP
ere used to accelerate the calculation of sensor calibration

nd spectral reflectance estimation. The scanner has a pitch
esolution of 0.5 mm and a scanning speed of 100 mm/s. In
ractical evaluation, we found that the measurement was
ompleted within 20 s, including calculation and display.

The spectral reflectance of the 928 color chart is used to
valuate the accuracy of the measurement and the estima-
ion. The estimation procedure was determined by measur-
ng the spectral reflectance of 81 typical color samples. Using
he multiple regression method, we found the average color
ifference was �E94

* =1.23 and the maximum color differ-
nce was �E94

* =4.07. The clustering method and the poly-
omial regression method were also introduced in order to

mprove the accuracy of the estimated reflectance spectra
ompared with the multiple regression method. Among
hese methods, the polynomial regression method was found

igure 14. Improved results for estimation accuracy using the polynomial
egression method. �a� Example of spectral reflectance estimation. �b�
olor difference of 928 colors in the IT/8 chart. �c� Histogram of the
olor difference of 928 colors in the IT/8 chart.
o be most effective for practical application in the printing

. Imaging Sci. Technol. 51�1�/Jan.-Feb. 2007
ndustry because the average color difference was then
E94

* =1.02 and the maximum color difference was �E94
*

2.84. In the present study, we believe that this multi-
pectral scanner system is very significant for obtaining ac-
urate digital color proofs.
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