Journal of Imaging Science and Technology® 51(1): 6169, 2007.
© Society for Imaging Science and Technology 2007

Development of a Multi-spectral Scanner using LED Array
for Digital Color Proof

Shoji Yamamoto, Norimichi Tsumura and Toshiya Nakaguchi
Department of Information and Image Sciences, Chiba University, Yayoi-cho, Inage-ku,
Chiba, 263-8522, Japan

Yoichi Miyake
Research Center for Frontier Medical Engineering, Chiba University, Yayoi-cho, Inage-ku,
Chiba, 263-8522, Japan
E-mail: yamasho@graduate.chiba-u.jp

Abstract. The authors have developed a multi-spectral scanner for
accurately printing proofs that employs an LED array coupled with a
photodiode array to measure the reflectance spectra. The system is
composed of an LED array with five different spectral radiant distri-
butions and 2048 silicon photodiodes with a Selfoc lens array (SLA)
for imaging. Five types of LED were selected from among 40 types
of commercially available LED with different spectral radiant distri-
butions in order to minimize the average color difference AEg, be-
tween the measured and estimated reflectance spectra of 81 typical
color charts. The multiple regression method based on the cluster-
ing and polynomial regression algorithm was introduced for highly
accurate estimation of the spectral reflectance for printing. The re-
sults indicate that the average and maximum color differences AEg,
between the measured and estimated reflectance spectra of 928
color charts were 1.02 and 2.84, respectively. The scanner can
measure the reflectance of prints having a 0.5 mm pitch resolution
and a scanning speed of 100 mm/s. The field programmable gate
array (FPGA) and digital signal processor (DSP) were introduced in
order to accelerate the calculation of sensor calibration and the es-
timation of the reflectance spectra of the printed proof for practical
and commercial use. As a result, the developed scanner could mea-
sure the reflectance spectra of the printed proof within 20 s.
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INTRODUCTION
Color proofing has been widely used to evaluate and con-
sider the color reproduction in printing, in order to provide
a guarantee to customers regarding the quality of print based
on the colorimetric color reproduction. In recent years, the
availability of accurate digital color proofs via computer net-
works has reduced the cost and time associated with
tlransportation.l’2

A color densitometry scanner is usually used to measure
and digitize the color information of the color proof into R,
G, B densities.” Printing proofs based on densitometric
measurement are influenced by the illuminantion condition.
For colorimetric color reproduction in the printing industry,
it is necessary to compare color proofs and prints under the
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illuminant D50.% In the process of gaining approval by the
customer, however, the use of D50 is not always practical.

Recently, multi-spectral imaging® " has been developed
for accurate color reproduction under different illuminants.
The reflectance spectra of the object are acquired in this
imaging system for calculating the colorimetric values under
arbitrary illuminants. Multi-spectral imaging is usually per-
formed using five or more color filters for multi-band imag-
ing. Typically, rotating filters are mounted in front of a
monochrome CCD camera.*"" However, a great deal of
time is required to rotate the filters with a mechanical wheel.
Therefore, instead of rotating filters, a liquid crystal tunable
filter (LFTF) may be used in multi-spectral imaging.'>™"*
This is appropriate for high speed measurement because the
LFTF can change the spectral distribution of the filter, such
as the peak wavelength and bandwidth, within several milli-
seconds. As a recently developed method for high-speed
measurement, the CRISTATEL project'” uses a small cask
with filters and a linear CCD array detector, which provides
10 ms scanning for each filter. However, these methods re-
quire a distance of more than 30 cm between the device and
the object, which is not practical for factory use. In addition,
it is necessary to satisfy the specifications of accuracy, com-
pactness, and high speed measurement for creating digital
color proofs in the print industry.

We developed a multi-spectral scanner using an LED
array and a photodiode array in order to accurately measure
the spectral characteristics of the printing proof. A compact
scanner can be achieved using LED illumination and an op-
tical element, such as the Selfoc lens array. Conventional
color filters are not necessary in this scanner because the
LED emits light that has a band-limited spectral radiant dis-
tribution. Since the LED response time is very fast, high-
speed measurement is possible by the timesharing control of
each LED emission.

In designing the multi-spectral scanner with an LED
array, it is important to decide the number of LEDs and the
spectral radiant distribution of each LED. The algorithm by
which to decide the optimal combination of LEDs is ex-
plained in the third section. We develop the multi-spectral
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Figure 1. Schematic illustration of the multispectral scanner using an LED array.

scanner using the obtained optimal combination of LEDs
and evaluate the accuracy of estimated reflectance spectra in
the fourth and fifth sections, respectively. In order to im-
prove the accuracy of the estimation, we also introduce ad-
ditional algorithms using the clustering method and the
polynomial regression method in the sixth section. Finally,
concluding remarks are presented in the seventh section.

COMPACT MULTI-SPECTRAL SCANNER USING AN
LED ARRAY

Figure 1 shows a schematic design of the proposed multi-
spectral scanner. In order to satisfy the geometric conditions
defined by the ISO or DIN standard® for the 0-45° method,
the LED array is attached to a mount in order to illuminate
the print from 45°, and the detector array is set to detect the
light at 0° from the print. The Selfoc lens array (SLA) is
inserted between the print and the detector in order to
achieve a compact structure.

In this system, a multiple-color type LED is used for
multi-spectral imaging. Each emission for color can be con-
trolled independently in this multiple-color LED. The analog
responses of the photodetector for each color emission in
the LED are converted to digital values, and the calibrated
value Pj(x,y) at position (x,y) illuminated by the ith LED is

expressed as
780

380 1
Pi(x,y) = —— W (1)

j SOVL(GAW(,N) d—D(y)
380

where S(\) is the spectral sensitivity of the photodiode, R(\)
is the spectral reflectance of the print, and Li(y,\) is the
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spectral radiant distribution of the ith LED at position y.
The spectral reflectance W(y,\) is measured on the refer-
ence white plate at position y, and D(y) is the measured
response of the photodiode when all of the LEDs are
switched off. The coefficient Wr; is used to compensate the
difference between the reference white plate and the standard
white corresponding to the ith LED. The practical use of the
LED for color measurement requires two compensations,
one for amplitude fluctuation and one for wavelength fluc-
tuation. Equation (1) indicates a compensation for the am-
plitude fluctuation of the LED. A compensation for the
wavelength fluctuation is taken into account in the LED se-
lection in the third section. Equation (1) is applied for a
large number of photodiodes in the multi-spectral scanner.
In our system, we use a field programmable gate array
(FPGA) for calculation because the FPGA has can perform a
large number of simple, high-speed calculations.

As mentioned above, each color emission in the LED is
controlled by the timesharing process, and the responses of
the photodetector for color emissions are ordered and
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Figure 2. Spectral radiant distribution of commercially available LEDs.
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streamed in the time series. The stream of responses is
stored in memory for each set of color emissions in the
pixel. Based on the stored set of color emissions, the spectral
reflectance is estimated in the digital signal processor (DSP).
The DSP is superior for calculating vector-matrix operation
at high speed, i.e., for handling the stored responses in the
memory. In the present paper, the multiple regression
method is used for spectral estimation.” The estimation pro-
cess for the multiple regression method is expressed simply
as follows:

Rago A380,1 A380,2 A380,i P,
R399 Asg0,1 P,
= L@
5 A Aqgp P,
Ryg0 780,1 780, i

where R, is the estimated reflectance at wavelength X, and
A, ; are the elements of the estimation matrix, which is de-
termined from the relationship between the scanner re-
sponse and the spectral reflectance of the samples. The
sample should be chosen so as to represent the target prints
and should be measured a priori.

SELECTION OF LEDs

In developing a multi-spectral scanner using an LED array, it
is important to decide the number of LEDs and the spectral
radiant distribution of the LEDs. In conventional multi-
spectral imaging using the color filters, it is possible to op-
timize the spectral distribution of the filters’ and produce
the optimized filters in industry. However, the spectral radi-
ant distribution of the LED has already been decided by the
epitaxy process of the LED. Thus, it is not practical to opti-
mize the spectral radiant distribution of the LED when de-
signing the imaging system. In the present paper, we selected
an LED combination from 40 types of commercially avail-
able LEDs in order to minimize the error between the origi-
nal reflectance and the estimated reflectance. Figure 2 shows
the spectral radiant distributions of the LEDs, which are
normalized by the peak power and are obtained from the
specifications of the LED. However, the peak wavelength of
each LED is usually shifted by the fluctuations in the epitax-
ial deposition process during manufacture. Figure 3 shows
typical examples of this fluctuation. This fluctuation must be
taken into account in order to select the LEDs for robust
design in the imaging system.

In the following, we will explain the flow of the LED
selection for the optimized robust imaging system. In the
first step, the number of LEDs to be selected is i, and the
flow is repeated while varying i from 3 to 7, in order to
decide the optimal number of LEDs. Here, n is the combi-
nation of 40 items taken i at a time, and the evaluation
process is repeated # times by changing the combination of
LEDs.

Next, the responses for the reflectance sample illumi-
nated by the LED combination are obtained by computer
simulation of the imaging system, and the calibrated re-
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Figure 3. Example of the shift of peak wavelength generated in the epi-
taxial deposition manufacturing process.
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Figure 4. Reflectance spectra of 81 color samples printed on coated
paper.

sponses are obtained by Eq. (1). The spectral reflectance is
estimated from the calibrated responses by using the mul-
tiple regression method, as given by Eq. (2). The noise gen-
erated by the photo detector is usually added in the optimi-
zation process of the multiple regression method. However,
this noise is ignored in our selection of the optimal LED
because our system has a circuit for the compensation of the
signal-to-noise ratio, as shown below in the fourth section.
This circuit can provide an adequate signal-to-noise ratio by
controlling the radiation time of the LED, even if a narrow-
band LED is selected.

If the color difference between the measured reflectance
and the estimated reflectance is greater than the permissible
threshold, then the calculation progresses to the next evalu-
ation process by changing the combination of LEDs. In ad-
dition, if the color difference is equal to or less than a per-
missible threshold, the color difference value and the
combination of LEDs are recorded.

The estimated reflectance is evaluated in comparison
with the original reflectance of the sample. In the present
paper, 81 samples for reflectance are examined for each
evaluation of the LED combinations. These samples are half-
tone printed samples and white paper. The halftone samples
have dot areas ranging from 10% to 100% in 10% pitches of
C, M, Y, K, MY, CY, CM, and CMY, respectively. Figure 4
shows the reflectance spectra of the 81 color samples, which
are printed on coated paper and measured by a portable
spectrophotometer (Gretag-Machbeth Spectro-Eye). The
choice of these samples is related to the application of the
digital color proof for offset print.
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Figure 5. Results of simulation for various numbers of LEDs (D50
illuminant).

The criteria for evaluation should be set so as to meet
the criteria used in practical applications for various types of
papers and illuminants. For the criteria in the present paper,
we first optimized the LED selection by using illuminant
D50 and coated paper, which is the most popular combina-
tion in the graphics industry and is defined in 1SO 13655.°
The criteria for other paper and illuminant combinations
were evaluated using the optimal combination of LEDs,
which was selected using illuminant D50 and coated paper.

It is also necessary at evaluation to consider the fluctua-
tion of the peak wavelength for the criteria. When the color
difference AE,, in the CIE L'a’b" color space'® is equal to or
less than a permissible threshold in the evaluation process,
we add a £10 nm variation to the peak wavelength for each
LED in the process of estimation. The degree of variation of
+10 nm is decided with a sufficient range from the measure-
ments of LEDs, as shown in Fig. 3. Since the variations of
—10 nm, 0 nm, and +10 nm should be applied to each LED,
we have 3’ variations for i LEDs. The maximum color dif-
ference AE,, indicates the maximum value obtained by the
calculated results of 3' types of variation, which has =10 nm,
0 nm, and +10 nm fluctuations of peak wavelength at each
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LED, respectively. Finally, the maximum color difference
AE,, is used for the final evaluation value of the current
combination of LEDs.

Figure 5 shows the results of calculation for the varia-
tion of the number of LEDs. In this figure, the triangles
indicate the result of the maximum AE,, without the
+10 nm fluctuation of the peak wavelength, and the squares
indicate the results of the maximum AE,,, which was used
for robust assessment of the £10 nm fluctuation. Both re-
sults indicate that the accuracy of estimation is improved as
the number of LEDs increases. Five LEDs are necessary in
order to estimate a spectral reflectance below the maximum
AE,,=2, which is calculated between the original reflectance
spectra and the estimated reflectance spectra. Figure 6 shows
the spectral radiant distributions of the best combination for
three, four, five and six LEDs. The best number of LEDs was
determined to be 5, and the peak wavelengths of the LEDs
were obtained as 450, 470, 530, 570, and 610 nm, respec-
tively.

As mentioned above, five LEDs were determined to be
effective for various printed papers and illuminant condi-
tions, although the best selection was obtained by evaluation
using only illuminant D50. We next evaluate the effective-
ness of the estimation in detail. Table I shows the printed
paper and illuminant conditions that are used to verify the
influences of the printed paper and illuminant conditions on
the estimation. The accuracy of the estimation is examined
using “art paper” and “matte paper,” which are often used in
the print industry. The estimation matrix is calculated using
81 color samples of “coated paper” prints under the illumi-
nant D50, as mentioned above, and the spectral reflectance
is estimated from the response of the multi-spectral scanner
for art and matte color samples. The accuracy of the estima-
tion is also examined under A, C, D50, and D65. Figure 7
and Table II show the results as maximum AE,, between the
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Figure 6. Spectral radiance distribution of LEDs obtained by simulation using an LED array.
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Table 1. Calculation conditions verified by the influence of the printed paper and the
illuminant an LED array.

Table I1. Results for maximum A, between the original reflectance and the esti-
mated reflectance for each paper and illuminant.

LED No. Printed paper [lyminant Condition Color difference AE,

Condition 1 Printed Without i

5 Coat D50 paper lluminant fluctuation fluctuation

5 Art D50 Coat D50 0.48 1.52

5 Matte D50 Art D50 0.4 151
Condition 2 Matte D50 0.28 0.89

5 Coat A Coat A 0.52 1.5

5 Coat C Coat ( 0.50 1.53

5 Coat D50 Coat D50 049 1.52

5 Coat D65 Coat D65 044 1.52

original reflectance and estimated reflectance in 81 color
samples for each paper and illuminant. Note that the esti-
mated reflectance for this result is calculated using the best
selection among 450, 470, 530, 570, and 610 nm LEDs,
which are obtained with illuminant D50 and coated paper.
The black bar in this graph shows the results for maxi-
mum AE,, without +10 nm fluctuation of peak wavelength,
and the gray bar shows the results for maximum AE;4 with
+10 nm fluctuation of the peak wavelength. In Fig. 7(a), the
estimation accuracies for art and matte papers are higher
than that for coated paper, even if the estimation matrix was
designed for coated paper. In general, the accuracy of esti-
mation depends on the spectral gamut range, which is the
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Figure 7. Results of AEg, for each type of paper and illuminant.
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low-dimensional linear space calculated by principal compo-
nent analysis with training samples. Since the spectral gamut
ranges of colors on art and matte papers are included within
the spectral gamut range of colors on coated paper because
of ink/media interactions, the estimated results of color on
art or matte paper can be more accurately approximated.
Figure 7 and Table II show the results for maximum AE,,
between the original reflectance and the estimated reflec-
tance in 81 color samples for each paper and illuminant.
Note that the estimated reflectance is calculated using the
best selection of 450, 470, 530, 570, and 610 nm LEDs,
which was obtained using illuminant D50 and coated paper.
We obtained highly accurate reproduction for illuminants A,
C, and D65. Based on Figs. 7(a) and 7(b), it is confirmed
empirically that the estimation matrix obtained for coated
paper and illuminant D50 is also effective for other types of
paper and illuminant.

As a result, we found that the best number of LEDs is
five, and the peak wavelengths of LEDs were obtained as
450, 470, 530, 570, and 610 nm, respectively.

Figure 8. Prototype multi-spectral scanner.
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Figure 9. Resulting images measured by the multi-spectral scanner: (a)
color proof printed by press, (b) scanned image by a 450 nm LED, (c)
scanned image by a 470 nm LED (d) scanned image by a 530 nm LED
(e) scanned image by a 570 nm LED (f) scanned image by a 610 nm
LED. (Available in color as Supplemental Material on the IS&T website,
www.imaging.org.)

DEVELOPMENT OF A MULTI-SPECTRAL SCANNER
We developed a multi-spectral scanner using the best com-
bination of five LEDs. Figure 8 shows a prototype multi-
spectral scanner that can measure a 1024 mm X 800 mm
print sample, and Fig. 9 (Available in color as Supplemental
Material on the IS&T website, www.imaging.org) shows the
resulting images that were measured by this scanner. The
scanner consists of a sensor head with a detector, LED illu-
minations, and a processing circuit. The detector has a 2048
photodiode array and an SLA is inserted between the print
and the detector. A surface-mount-type LED is used in the
scanner in order to make it more compact for practical use.
Thirty-two sets of the five selected LEDs were used as
the multi-band illumination. The peak wavelength of all
LEDs was measured before mounting, and we used only
LEDs that have fluctuations within £10 nm of the peak
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Figure 10. Timing chart of the timesharing process for each LED.
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wavelength, corresponding to the designed center wave-
length. These sets of three LEDs are aligned to illuminate the
print from an angle of +45°. We were unable to align five
types of LED as one linear array because the power of each
LED was insufficient for sparse alignment for each type of
LED. Therefore, the remaining LEDs were aligned to illumi-
nate the print from an angle of —45°.

In the system, the print is scanned twice: forward and
backward. Three types of LED from +45° angles are used for
illumination in the forward scan, and two types of LED from
—45° angles are used for illumination in the backward scan.
Each LED emission is controlled by the timesharing process
to illuminate the print by one type of LED at each time.
Figure 10 shows the timing chart of the timesharing process.
For effective output level setting, the time of the measure-
ment at each line is divided by the ratio of the LED power in
order to determine the duration time for each LED.

The scanner is capable of sampling 2048 X 1600 pixels
to measure an image of 1024 mm X 800 mm with a pitch of
0.5 mm. A standard white plate is mounted at the home
position of the scanner, and the responses of darkness and
whiteness are initially measured at the home position. The
amplitude fluctuation of each LED is compensated using
this initial measurement, as shown in Eq. (1). The analog
response of the photodetector for each LED illumination is
converted to 16 bits by an A/D converter, and the number of
digital data reaches approximately (2048 X 1600 X5 X 2),
corresponding to 33 mb, which is acquired by all of the
pixels for each LED. The digital data are sent from the multi-
spectral scanner to the processing circuit by a high-speed
transmitter. The processing circuit performs the calculations
of the calibration and multiple regression method as given
by Egs. (1) and (2).
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Figure 11 shows the processing circuit, which is com-
posed of the FPGA, the memory, and the DSP. The calibra-
tion of amplitude fluctuation by Eq. (1) is performed at the
FPGA in the time series, and the stream of responses is
instantly stored in the memory. The calculation of the mul-
tiple regression method by Eq. (2) is performed at the DSP,
which is superior for handling responses stored in memory.
In this calculation, expressed in Eq. (2), we adopt distributed
computation using six DSPs, where 342 pixels are assigned
to each of the six DSPs.

The scanning speed is designed to require 4000 us per
0.5 mm pitch based on the architecture of the hardware in
the developed multi-spectral scanner. The total number of
scans required to measure a proof with a width of 800 mm
and a pitch of 0.5 mm is 1600. In this system, approximately
16 s is required for the multi-spectral measurement because
the color proof is scanned forward and backward. Therefore,
the total measurement time, including calculation and dis-
play for practical examination, is less than 20 s.

EVALUATION OF THE DEVELOPED SYSTEM
In this section, we evaluate and discuss the performance of
the newly developed multi-spectral scanner. The multiple
regression matrix for estimation is determined from the 81
color samples on coated paper, and the spectral reflectances
are estimated from the responses for 928 colors in the
ISO12642 1T8/3 chart. Figures 12(a) and 12(b) show the
examples of estimated reflectance spectra compared to the
original reflectance spectra. The best estimation, shown in
Fig. 12(a), achieves an acceptable accuracy over the entire
wavelength. In contrast, the worst estimation, shown in Fig.
12(b), fails to fit the spectral reflectance in the region, except
for the center wavelength of the selected LEDs. In this case,
five LEDs are insufficient to represent the spectral pattern.
Figure 12(c) shows the color difference between the
original and estimated reflectance spectra of 928 colors
charts using the developed multi-spectral scanner. The aver-
age color difference AE;4 is 1.23, and the maximum color
difference AE;, is 4.07. In general, in the printing industry,
the empirically acceptable average color difference is ap-
proximately 2.5, and the maximum color difference is ap-
proximately 3.0 in the CIE L'a’b" color space.'”"® Therefore,
the multi-spectral scanner developed using LEDs is consid-
ered to have sufficient accuracy with respect to average color
difference, even though the maximum color difference ex-
ceeds the value of AEy,=3.0. In the next section, we will
improve the estimation method in order to reduce the maxi-
mum color difference.

CLUSTERING AND POLYNOMIAL REGRESSION

In this section, the clustering method and polynomial re-
gression method" are applied to improve the accuracy of
estimation with respect to the maximum color difference.
Figure 13(a) shows the CIE a'b" diagram of estimated color
for 928 samples, which are printed on coated paper and
observed under illuminant D50. The estimated color is ob-
tained using the multiple regression method. The triangles
indicate the color samples having a color difference greater

J. Imaging Sci. Technol. 51(1)/Jan.-Feb. 2007

07
0.6 = Original
i 7{ ! —— QOriginal
g 05 \Ig\\ -5- Estimated
kS 7 %
o 04
& / N\ [aE%=0.79 ]
& 03 f xﬂ
02
0.1¢ Hg
0 L 1 1
380 480 580 680
Wavelength [nm]
06 b 530
o L 580mm o iginal
[ -5 Estimated
S04
< 0.
2 7 [ aB*ss=2.07 |
203
& 02 470 nnf _/ % |570mn
450 ny 610 nm
0.1
0 teaas - i .
380 480 580 680
Wavelength [nm]
5
g 4@ |
é g 3 l | l[ | l |
°g?
2™
o
o o0
191 181 271 361 451 541 631 721 811 901
Sample No.
< 48F (d ;
e - @ AE*ae=1.40
Y 4k AE*)a=4.07
032
c —
L 2.4 m—
L
516
Sos8
o
0
0 0.05 0.1 0.15
Frequency

Figure 12. Results of esfimation accuracy using the multiple regression
method. (a) Best examples of spectral reflectance by estimation. (b)
Worst examples of spectral reflectance by estimation (| center wave-
length of LEDs used herein). (c) Color difference of 928 colors in the IT/8
chart between the original and estimated spectral reflectance. (d) Histo-
gram of the color difference of 928 colors in the IT/8 chart

than AEy,=2.5, and the dots indicate the other color
samples. In this diagram, the triangles appeared in the red
and green hue regions. Therefore, we apply the clustering
method in these regions, which, in this paper, is performed
simply by dividing the area by hue angle. For the results that
exceed 2.5 with respect to color difference AE;4, the centers
of the hue angles for the green and red regions were calcu-
lated by the k-mean method. In each region, the upper limit
of the hue angle is decided by adding the quantity obtained
by multiplying the standard deviation of these hue angles by
3 to the center of the hue angle, and the lower limit of the
hue angle is decided by subtracting the quantity obtained by
multiplying the standard deviation by 3 from the center of
the hue angle.
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Figure 13. Improved results of estimation accuracy using the clustering
method. (a) Results for the estimated spectra in the CIE a b” spaces. (b)
Color difference of 928 colors in the IT/8 chart. (c) Histogram of the
color difference of 928 colors in the IT/8 chart.

For the clustering method, we first performed a prelimi-
nary estimation using 81 samples for training and 928
samples for testing. As shown in Fig. 13(a), based on the
obtained results, for the red sample within the angles of —5°
to 40° in hue, the angle was classified from the 81 samples,
and the green sample within the angles of 145° to 175° was
also classified from the 81 samples. As a result, three estima-
tion matrixes were constructed using the clustered red
sample, the clustered green sample, and the 81 samples. In
practical scanning, the first estimation of 928 samples for
testing is executed using a color matrix of all 81 samples, and
L'a’b’ of the estimated spectral reflectance is calculated. For
L'a’b" of the samples included in the red or green cluster
area, the estimation is executed again using the correspond-
ing estimation matrix. Figure 13(b) shows the color differ-
ence of 928 color samples based on this clustering method.
The average color difference is improved to be AEy,=1.04,
and the maximum color difference is AEy,=3.89. From
these results, the clustering method is considered to be ef-
fective for improving the accuracy of estimation for spectral
reflectance. However, we could not effectively reduce the
maximum color difference using the clustering method.
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The polynomial regression method is expected to im-
prove the accuracy of estimation because the error of esti-
mated reflectance is caused by a nonlinear characteristic,
which is not expressed by the multiple regression method in
Fig. 12(b). This polynomial regression method is performed
in order to add the squared response P; in the calculation of
the multiple regression matrix, as shown in Eq. (3),
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For the polynomial regression method, we use an esti-
mation matrix calculated by Eq. (3) with 81 colors, and
evaluation is performed using 928 samples. Figure 14(a)
shows a comparison of the estimated reflectance spectra cal-
culated by the polynomial regression method and by the
multiple regression method. This example is for the same
sample as in Fig. 12(b), which is the worst sample using the
multiple regression method. The spectral pattern better fits
the original reflectance than that obtained by the multiple
regression method, and the color difference between the es-
timated reflectance and the original reflectance is improved
using the polynomial regression method.

Figure 14(b) shows the color difference of 928 color
samples using the polynomial regression method. The re-
sults show that the average and maximum color differences
are improved to AEy,=1.02 and AE,,=2.84, respectively.

CONCLUSION
We have developed a multi-spectral scanner using an LED
array to construct an accurate digital color proofing system.
For the system design, a robust technique was proposed to
select LEDs from combinations of 40 commercially available
LEDs in order to minimize the color difference AE,, be-
tween the measured reflectance and the estimated reflec-
tance. In this selection of LEDs, the fluctuation caused by
the epitaxial deposition process during manufacture was
taken into account. As a result of LED selection, we found
that five LEDs are required in order to estimate spectral
reflectance with AE;,=2. The peak wavelengths of the LEDs
were selected as 450, 470, 530, 570, and 610 nm and were
independent of changes in the illuminant conditions.

For practical verification in the printing industry, we
constructed a prototype multi-spectral scanner using the
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Figure 14. Improved results for estimation accuracy using the polynomial
regression method. (a) Example of speciral reflectance estimation. (b)
Color difference of 928 colors in the IT/8 chart. (c) Histogram of the
color difference of 928 colors in the IT/8 chart.

LED array. In the sensor head, the photodiode array, which
has 2048 pixels, was used as a detector, and a Selfoc lens
array was inserted for imaging between the object and the
detector. In the processing circuit, the FPGA and the DSP
were used to accelerate the calculation of sensor calibration
and spectral reflectance estimation. The scanner has a pitch
resolution of 0.5 mm and a scanning speed of 100 mm/s. In
practical evaluation, we found that the measurement was
completed within 20 s, including calculation and display.
The spectral reflectance of the 928 color chart is used to
evaluate the accuracy of the measurement and the estima-
tion. The estimation procedure was determined by measur-
ing the spectral reflectance of 81 typical color samples. Using
the multiple regression method, we found the average color
difference was AE,,=1.23 and the maximum color differ-
ence was AEy,=4.07. The clustering method and the poly-
nomial regression method were also introduced in order to
improve the accuracy of the estimated reflectance spectra
compared with the multiple regression method. Among
these methods, the polynomial regression method was found
to be most effective for practical application in the printing

J. Imaging Sci. Technol. 51(1)/Jan.-Feb. 2007

industry because the average color difference was then
AE;,=1.02 and the maximum color difference was AE;,
=2.84. In the present study, we believe that this multi-
spectral scanner system is very significant for obtaining ac-
curate digital color proofs.
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