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Abstract. The present paper discusses the subject of an RGB op-
timization for color data coding. The current RGB situation is ana-
lyzed and those requirements selected which exclusively address
the data encoding, while disregarding any application or workflow
related objectives. In this context, the limitation to the RGB triangle
of color saturation, and the discretization due to the restricted reso-
lution of 8 bits per channel are identified as the essential drawbacks
of most of today’s RGB data definitions. Specific validation metrics
are proposed for assessing the codable color volume while at the
same time considering the discretization loss due to the limited bit
resolution. Based on those measures it becomes evident that the
idea of the recently promoted e-sRGB definition holds the potential
of being qualified as a global RGB data standard without imposing
restrictions in regard to feasible surface colors. Optimizing strate-
gies are thus suggested and adapted to the e-sRGB concept focus-
ing on 8 bits per channel. The resulting RGB makes it possible to
store a color value to a 32 bit word, yet covering the entire gamut of
all existing surface colors at a resolution above the perceptible limit
for any color sector, thus satisfying the requirements of a universal
RGB which is particularly optimized for color image data
encoding. © 2006 Society for Imaging Science and Technology.
[DOI: 10.2352/J.ImagingSci.Technol.(2006)50:2(125)]

INTRODUCTION

RGB is undoubtedly the most popular color encoding form;
its wide acceptance is due to the fact that it is similar to
humans’ color perception, and to the technique used with
picture tubes, where color reproduction is achieved by aim-
ing three separate electron beams onto red, green, and blue
phosphorus targets. The search for the best suited RGB
specifications involves many aspects and has been a research
topic for many years now. Various RGB specifications have
been promoted in the past, and some of them are in com-
mon use. Because different RGB encodings have varying
suitability for different uses, none of them has become ac-
cepted as a distinct universal standard yet. No RGB will
probably ever be able to meet arbitrary colorimetric require-
ments for any given application. Hence, the usage of RGB is
somewhat nonuniform.

Nevertheless, RGB is often regarded as a colorimetric de
facto standard and thus, many important color image data
formats (JPEG, TIFF) refer to RGB without providing its
precise specifications. However, since RGB primaries, white
point as well as the gamma exponent making up the accu-
rate definition of an RGB might disagree considerably, seri-
ous color shifts will occur if incorrect assumptions are made.
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Indeed, image data originating from digital cameras and
scanners are highly device dependent, and the same variabil-
ity exists for image reproducing devices such as monitors
and printers. Figure 1 shows the locations of the primaries
for a few important RGB color spaces, revealing a manifold
variety. The respective specifications for the primaries, white
points and gamma values are given in Table I.

In practice, the problem of RGB misinterpretation has
been approached by either providing an ICC profile or by
assuming sRGB if no ICC profile is present. For some time
this practice was adhered to, with digital cameras producing
exclusively sRGB, and Photoshop offering the option of em-
bedding ICC profiles whenever other RGB color encodings
are saved. However, inter-operability is still a problem be-
cause ICC profiles are not always embedded, and more im-
portantly are not understood by many readers. Furthermore,
in some cases, other metadata fields are used to indicate
RGB image data other than sRGB. The Exif format, for
instance—actually providing a JPEG format extended with
metadata—is already being widely used by many of the latest
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Figure 1. Overview of common RGB spaces Refs. 2, 3, 6, 14, 16, and
32 adopted by digital cameras, scanners, monitors, or merely serving as
working color spaces for image analysis and archiving purposes. Table |
contains the corresponding specifications. The figure shows the xy color
space representation with the horseshoe shaped spectral color shape,
which also denotes the optimal surface color boundaries. The dashed
polyeder marks the convex hull around the realworld surface colors.
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Table 1. Alist of some well-known and often used RGB color spaces (Refs. 2, 3, 6, 11,
14, 16, and 32). The corresponding specifications are given in Table I.

Adobe 1998 Generic Monitor SMPTE
Adobe Monitor Kodak DC sRGB
Apple Kodak Open Interchange Wide Gamut

NEC Multi Sync Monitor Xz
e-sRGB 8/9/10 bits

Bruce Fraser
Color Match NTSC 1953
ECl PAL

Generic EBU Monitor ROMM

digital cameras and provides accurate RGB specifications.
Such metadata fields can, however, conflict with embedded
ICC profiles, and also may not be widely supported by
readers.

The most favorable approach to the RGB misinterpre-
tation problem would certainly be a universal RGB data
standard satistying the most important basic requirements.
As stated above, this request is not realistic because of the
need for different image states and reference media. How-
ever, since the RGB concept itself is based on the trichro-
matic theory of color vision and the underlying CIE stan-
dard observer tristimulus values of spectral colors,’
chromaticity values built on any RGB type may be easily
converted into any other RGB system at moderate expense,
provided that the specifications of the original RGB types
are known. Consequently, a hypothetical RGB exclusively
designed to form a data link between miscellaneous input
and output RGB devices must not necessarily accomplish
application or workflow specific needs.

The only remaining requirement on this hypothetical
RGB is the ability to encode any arbitrary or at least most of
all existing real-world colors with a satisfactory resolution.
Yet, all of the currently well-known RGB standard color
spaces suffer from considerable restrictions either in respect
of the codable color range, of the resolution due to discreti-
zation, or of both. The principal background of these draw-
backs is the limitation of current RGB encodings to 8 bits
per channel.

Nevertheless, various 8 bit standardization attempts
have been promoted more or less successfully. At present it
can be observed that mainly sRGB** which is designed ac-
cording to the response of a reference CRT display, as well as
ADOBE98 RGB are predominant in graphic arts, printing and
the digital camera industry. Data of the sSRGB type can easily
be interpreted by any common CRT monitor without apply-
ing additional color transformation. However, while sRGB
meets the needs of Internet color imaging well, the achiev-
able saturation bandwidth is rather narrow compared to the
color range of many non-CRT applications such as digital
photofinishing, or of the potential of CCD arrays of modern
digital cameras and scanners. Although sRGB clearly exceeds
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the real-world surface colors in certain color sectors, it can
easily be verified in three-dimensional (3D) Lab that for in-
stance in the blue area, parts of even the ISO standard news-
print color space’ (std. illum. D50) are located just at the
border or even outside the boundaries of sRGB (std. illum.
D65), depending on the color appearance model used to
adapt D50 to D65.

Digital camera manufacturers often provide raw RGB
images that are very device specific and thus lack general
applicability. Nevertheless due to the popularity of sRGB,
many camera manufacturers additionally support sRGB.
However, this involves transferring the colors recorded from
the CCD array into the boundaries of the sSRGB space by
applying a convenient color rendering. This procedure inevi-
tably yields a certain nonlinear, noncontinuous, and nonuni-
form gamut mapping, and thus comprises irreversible color
changes, although good color rendering algorithms mini-
mize the loss of scene color information. Since the receiver
of an sRGB image rarely knows what color rendering was
applied, he is hardly able to undo it in order to get back to
the scene colorimetry and to make optimal use of the com-
paratively large CCD chromaticities.

Concerning monitors and printers, the color spaces of
such output devices are not equivalent to sRGB either and
thus the color data has to be mapped for colorimetrically
correct image reproduction as well.

RGB definitions are classified in various ways.
Susstrunk® splits up RGB spaces into categories. Device spe-
cific RGB types are divided into sensor RGB and output
RGB. Intermediary and device neutral RGB color spaces for
image processing and archiving purposes such as ISO RGB
and CIE XYZ (actually a virtual RGB) are considered as
unrendered spaces suitable for the definition of colorimetric
estimates of image scenes, while rendered spaces such as
sRGB and ADOBE98 RGB represent colorimetric estimates for
color reproduction. Common standard RGB color spaces for
storing image data often belong to this RGB category and
represent virtual output devices.

Colorimetric limitations of RGB may be partially over-
come by performing the right processing tricks,” but they
usually end up narrowing the achievable color gamut. Re-
garding to the most significant limitation of RGB spaces
coming from their truncation of high saturation values, mis-
cellaneous solutions have been proposed, as for instance the
assignment of CIE Luv instead of RGB, or making use of
oversized RGB’s such as ROMM- or RIMM-RGB," or stor-
ing color values outside the RGB triangle in a separate data
layer."” Recent standardization attempts making it possible
to go beyond the RGB boundaries are the extended sRGB
e-sSRGB from Hewlett Packard'“'* and scRGB from Mi-
crosoft, which offer a sufficiently large color space and thus
inhibit color restrictions. As a consequence, however, these
standards require a data range of more than 8 bits per RGB
channel. Whereas e-sRGB provides 10, 12, or 16 bits, scRGB
always works with 16 bits, and thus needs twice as much
data space as conventional formats. Of course it is desirable
to come up with a single 32 bit data word that would include
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all R, G, and B channels.

This article addresses the topic of an optimal RGB defi-
nition in terms of economic data encoding. A “good” RGB,
on the one hand, needs to include as many of all the existing
real-world colors as possible, and on the other hand, it is
expected to provide a sufficient resolution for all hues. If the
colors of a scene are neither produced by self illuminants nor
lightened by optical brighteners but solely by conventional
surface reflection, a good RGB definition should at least
contain most of the real-world surface colors (see Sec. 3.1).
This requirement calls for a suitable estimation metrics and
justifies the corresponding evaluation of various kinds of
RGB spaces.

Yet for real-world applications and workflows, RGB
suitability might be validated in lots of different ways. In Ref.
13, a few essential requirements for defining color spaces are
discussed and divided into colorimetric, color appearance,
and device-dependent needs. Finlayson'* particularly tweaks
for hue constancy. This was also one of the criteria for the
development of an oversized ROMM RGB.® Granger'> on
the other hand optimizes RGB for uniformity. Kang'® re-
ports the computational accuracy of various RGB encoding
standards by measuring a printed set of color patches.
Katajamiki'” estimates the optimal gamma value for a spe-
cific RGB image in terms of a most even distribution of the
image colors. Hill'® exposes the fundamentals for compara-
tive color space analysis based on examinations in visually
equispaced color systems such as CIE Lab. Against this back-
ground, Braun and Spaulding19 propose volume based met-
rics for rating color encoding, considering to what degree an
encoding encloses the “real-world surface colors.” Separately,
they evaluate the quantization related color space limits by
determining the maximum and the average quantization er-
rors depending on the bit resolution.

The latter papers include metrics qualified for assessing
various types of color spaces such as YCC, CIE Lab, RGB,
and e-sRGB. Although the same holds true for the param-
eters about to be proposed here below, the specific goal of
this paper is to rank color spaces of the RGB type only, in
order to account for the promotion of a general RGB for
color data encoding.

CURRENT RGB PRACTICE

Current RGB systems are ultimately based on the CIE XYZ
standard observer space.’ RGB spaces are basically derived
from CIE XYZ by simple matrix transformation. On the one
hand, due to the exponential progression of luminance as a
function of cathode voltage for wide-spread CRT monitor
techniques, and on the other hand, due to the validity of
Weber’s law® for the sensitivity of the eye, RGB values also
undergo a power function with the so-called gamma expo-
nent vy which is a handy approximation of the exponential
function. The motivation of the gamma value is outlined
in."? In general, such converted RGB chroma values are sub-
sequently mapped to the encoding space of usually n
=8 bits per channel by simply scaling by a factor (2"—1).
Thus, only RGB chromaticity values in the range of [0, ...1]
become codable while values below zero or larger than one
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are skipped, yielding a triangular shaped RGB limitation."
Most of all RGB definitions currently in use are defined
according to this encoding scheme.

The primary objections against conventional RGB in
terms of data encoding are, firstly, the restricted color gamut,
and secondly, the limited color resolution close to the visual
perception limit. In conventional RGB coding, the color
gamut is confined by the triangular shape spanned by the
RGB primaries. Accordingly, the first objective is exclusively
associated with the encoding boundaries of [0,1] with re-
spect to the x,y color table values of each RGB channel. The
second one depends on the quantization limits associated
with the applied bit rate of usually n=38.

A remedy for both objections is provided by e-sRGB
proposed by Hewlett Packard.'' Basically, e-sRGB has the
same definition of the white point, the primary colors and
the gamma value as the well established e-sRGB standard. Its
supplementary benefits are firstly, the expanded encoding
boundary, and secondly, the enhanced bit resolution. By ap-
plying a linear mapping of the available data encoding range,
the disposable color interval of each RGB channel is ex-
panded to [—0.53, 1.68] making possible a color range which
is sufficiently wide for covering all virtually feasible surface
colors according to Schrodinger.” Notice that by this ap-
proach the codable color range is expanded to a scope far
beyond the optimal surface colors. In addition, a resolution
of 10, 12, or 16 bits per RGB channel is provided, selectively.

The forward e-sRGB encoding is specified below.

At first, the conversion from tristimulus values to linear
e-sRGB values

R, rca 3.2406 —1.5372 —0.4986 | | Xy
G,rep | =| —0.9689 1.8758  0.0415 |.| Yy |.
B, .ros 0.0557 —0.2040 1.0570 | |Zy

(1)

For each color channel C,_zcp € {R,rGE> Ge-srGE> Be-srGE):

o-sRGB
B+ Cesrcs'”— a, VCesres > T
=1~ (B (= Cogep)"" = @), VCopap<-7 ,
12.92 - C, rgp» V-1<Copep<T
)
with
a=0.055, B=1.055 y=24, 7=0.0031308.
(3)
Finally, the linear mapping into the encoding range for each
color channel C, .5 €{R. rcp>Ge-crGr>Bo-srap) 1S given by:
Cesrap= Ceorgp™ &+ © (4)
with

£=255-2""
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0=2""2+2"73

where n €{10,12,16} is the number of bits used for each
R,G,B channel.

The appropriate inverse e-sRGB encoding is reported
subsequently.

For each color channel C) p.pe{R) rc G

By kgl
C,e,—sRGB -
Ce’—sRGB = (5)
e
with
£=255-2""

w=2""242"73

where n €{10,12,16} is the number of bits used for each
R,G,B channel.

CesrGB
[(a+ Copgp) = B, VCigep>T
=1- [(a=Clgep) =B, VCigep<-7 )
C, g+ 12.92, V-7 <C,geg=<T
(6)
with

a=0.055, B=1.055, y=24, 7 =0.04045. (7)
Finally with C,_ ;zgp € {R,-srGE> Ge-srGB> Be-srcp)» the conver-
sion from linear e-sRGB values to tristimulus values normal-

ized to the reference display black and white:

Xy| 04124 03576 0.1805| | R, .zcp
Yy|=]02126 07152 00722 .| Goras|. (8)
Zy| 10.0193 0.1192 0.9505 | | B, .xcs

The functional form of the e-sRGB nonlinearity is given
by the connection between C, g and C,_p;p which is
essentially determined by a power function with exponent 7.
To prevent having an infinite slope near zero, a linear term
was substituted for the power function at small values below
7. In order to achieve a continuous junction of this straight
line and the power function, a transition point at
7=0.003 130 8 (and 7' =0.040 45 for the backward trans-
form) was defined. This scheme originates from the defini-
tion of the sSRGB standard. It is indicated to rectify in this
context that accurately complying with the continuity con-
ditions merely yields

- Y
r= (—) =0.003 039 934 9)
B-(y-1)
and
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-y
7= - @=0039285714, (10)
-

which differs slightly from the standard definitions in
Egs. (3) and (7). However, in sRGB, the difference is irrel-
evant, since the 8 bit discretization is coarse enough. For
e-sRGB providing a resolution of up to 16 bits per channel,
the discrepance results in a nonessential but unesthetic
discontinuity.

METRICS FOR ESTIMATING RGB DATA ENCODING
SKILL

The central attribute for the assessment of RGB encoding is
the ratio of arbitrarily existing colors covered by a specific
encoding. As stated in Sec. 1, this value is constricted for
most of the RGB types currently in existence due to the RGB
triangle boundaries as well as due to the limited bit
resolution.

In principle, the gamut of existing colors is not re-
stricted with regard to any colorimetric limits, since self-
illuminants can achieve arbitrary lightness and saturation
values. In contrast, the potential color space arising from
illuminated surfaces is bounded depending on the illumi-
nant characteristics. A distinction is drawn between theoreti-
cally possible and practically attainable surface colors, i.e.,
the optimal surface colors and the real-world surface colors.
The gamuts over which those two surface color types run is
briefly discussed in the next section. For the current work,
the question as to whether a color value is contained within
the optimal and/or real-world surface color gamut is gener-
ally examined in 3D.

Optimal and Real-World Surface Colors

In real life images, the main fraction of all colors is endowed
with surface colors, resulting from objects illuminated by a
certain lighting. Since a passive object cannot reflect more
than the light it is illuminated by, the gamut of all surface
colors is delimited. According to the theoretical work of
Schrodinger,” the hull around all virtually existing nonfluo-
rescent surface colors is confined by the optimal surface col-
ors defined by all spectral reflections featuring either one
single continuous transmission band, or one single continu-
ous absorption band, alternatively. In the color table repre-
sentation, the optimal surface color boundary is character-
ized by the horseshoe shaped CIE spectrum locus' which is
visualized in Fig. 1.

In real world, only approximately half of all colors
within the optimal surface color gamut are effectively
feasible.”>* For the determination of real-world surface col-
ors, a large set of real-world surface color samples was col-
lected and its convex hull defined in XYZ (see Sec. 3.4),
assuming that additive color compositions are practicable.
The real-world surface colors include Pointer,” Pantone,
Munsell, and SOCS™ colors converted to the specifically re-
quired illuminants by using Bradford color adaptation.” In
Fig. 1, the two-dimensional (2D) convex hull around the
real-world surface colors is illustrated by a dashed polyeder.
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Estimation Criteria
A RGB color space explicitly optimized with respect to im-
age data encoding should satisfy three main criteria:

(1) It should be large enough for encoding all real-
world surface colors (see Sec. 3.1).

(2) Colors outside the optimal surface color gamut
cannot be implemented except by self illuminants
or by fluorescent materials. They also cannot be
reproduced by any printing devices. Thus, coding
of colors outside the range of real-world surface
colors should be given a priority lower than given
those inside it.

(3) The visual color distances between two adjacent
color codes—being limited due to employing usu-
ally 8 bits per RGB channel—should be smaller
than the visually perceivable minimal color dis-
tance, that is, less than 1 AE,>° for all color
domains.

. . . . 18,19 . .
Previous estimation metrics take consideration of the

main criteria (1)—(3) in a separated manner. The focus of
this section is to propose one single metric incorporating all
of them.

The following requirements are of additional but minor im-
portance for exclusive data encoding:

(4) A position of the RGB primaries close to the pri-
maries of real image reproducing devices (moni-
tors, printers).

(5) A color neutral gray axis.

Criterion (4) addresses the facility of quick and easy
image display and is thus for convenience only. It should be
completely disregarded because the range of existing device
specific RGB definitions is too wide.

Criterion (5) is implicitly fulfilled whenever the RGB
specifications are given by its 2D xy color table values (with
6 degrees of freedom) together with the colorimetric white
point reference (with 3 degrees of freedom), instead of as-
sessing the 9 degrees of freedom by the primaries in 3D XYZ
specifications. The location of the white point is thereby
exclusively responsible for the colors in the gray axis.

To prove this, let a color value R=(R,G,B) be a gray
color with Rg-g-p-1=U. Solving the equation system

xyY(XYZ(U)) = xyYyy, (11)
xy(XYZ(R,0,0)) = Xy, (12)
xy(XYZ(0,G,0)) = xy, (13)
xy(XYZ(0,0,B)) = xys, (14)

with the color conversions xyY[XYZ(RGB)] from RGB co-
ordinates over CIE XYZ using a matrix transform, and from
XYZ to xyY color tables as described in Ref. 1, and after
including the white point xyY,= (xy, ¥y, 100) and the pri-
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mary color table values xyp=(xz,yr), Xys=(xg,ys) and
xyp=(xp,yp), then the CIE XYZ chromaticities of the gray
colors become

U.
X(U) = —2, (15)
yw
Y(U)=U, (16)

Z(U):M’ (17)
yYw

and thus are independent of the primaries xy values. Hence,
the color neutrality of the gray axis is exclusively determined
by the white point.

Estimation of the Main Criteria for a Data RGB
The basic idea for a model for the evaluation of the three
main objectives [criteria (1)—(3)] includes two issues:

(1) The color volume as well as the discretization con-
siderations are accomplished in CIE Lab, which as a
good approximation can be assumed to be percep-
tibly uniform.

(2) Each data sample encodes the color scope of a par-
allelepiped with a side lengths of AE;s=1 at most,
assuming that the eye is capable of perceiving color
differences of AE,s> 1. This means that if adjacent
color codes are less than AE,4=1 apart from each
other, the spanned color volume corresponds to the
volume of the parallelepiped. If one or more color
distances are larger than 1, they are truncated.
Thus, each particular color code may cover the vol-
ume of a parallelepiped with maximal side lengths
of unit AE.

The spacings between two adjacent color codes

R R+A,
Arge=| G |-| G+A4, :RGB—RGBArgb,
B B+ A,
A, €[0,1], (18)

are converted to CIE Lab resulting in three vectors limited to
1AE each, spanning a single color fragment, yielding

ALab, = |Labggp) — Labggpia )l A,=(1,0,0),

(19)
ALab, = |Labgg) — Lab(RGBJrAg)L A,=(0,1,0),

(20)
ALabb = |Lab(RGB) - Lab(RGBJrAb)L Ab = (0,0, 1)

(21)
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Table 11. White points, gomma values, and primary colors of the standard RGB encodings considered.

White v Rx Ry 6x Gy Bx By
Adobe98 D65 2.20 0.6400 0.3300 0.2100 0.7100 0.1500 0.0600
Adobe Monitor D65 1.81 0.6300 0.3400 0.2950 0.6050 0.1550 0.0770
Apple D65 1.80 0.6250 0.3400 0.2800 0.5950 0.1550 0.0700
CET1931,E 22 E 2.20 0.7350 0.2650 0.2740 0.7170 0.1670 0.0090
ColorMatch D50 1.80 0.6300 0.3400 0.2950 0.6050 0.1550 0.0770
Ea D50 1.80 0.6700 0.3300 0.2100 0.7100 0.1400 0.0800
Generic EBU Monitor (y=1.8) D50 1.60 0.6314 0.3391 0.2809 0.5971 0.1487 0.0645
Generic Monitor D50 1.90 0.6277 0.3427 0.2803 0.6097 0.1491 0.0636
Kodak DC D50 112 0.6492 0.3314 0.3219 0.5997 0.1548 0.0646
KODAK Open Interchange D50 1.72 0.6619 0.3173 0.2473 0.7243 0.1378 0.0554
NEC MultiSync Monitor (y=1.8) D50 1.60 0.6167 0.3503 0.2957 0.5884 0.1481 0.0697
NTSC (1953) ( 2.20 0.6700 0.3300 0.2100 0.7100 0.1400 0.0800
PAL/SECAM D65 2.20 0.6400 0.3300 0.2900 0.6000 0.1500 0.0600
RoMM D50 1.80 0.7347 0.2653 0.1596 0.8404 0.0366 0.0001
SMPTE-C D65 2.20 0.6300 0.3400 0.3100 0.5950 0.1550 0.0700
sRGB IEC61966-2.1 D65 2.20 0.6400 0.3300 0.3000 0.6000 0.1500 0.0600
Wide Gamut D50 2.20 0.7347 0.2653 0.1152 0.8264 0.1566 0.0177

The new volumetric color gamut estimate arises from
the sum of all volume fractions, which are constrained to the
smallest perceptible 6, e.g., 1 AE:

ALab = min(ALab,, 5) (22)
ALab;,’ = min(ALab,, 6) (23)
ALab} = min(ALab,, ) (24)

For &, alternative color distance metrics different from
AE,¢ have not been considered, because more recent dis-
tance metrics like AEq, and AE,qy, or color appearance
models such as CIECAM97 or CIECAMO02 do not provide a
corresponding 3D color space system as Lab does in the case
of AE,. This is, however, required to examine color spaces
in its 3D geometrical context, as is accomplished with the
metrics below.

The sum of all color fragments being encodable with n
bits and additionally being located within the range of the
real-world surface colors V¢ vields the effectively codable
color volume of a specific RGB space, a new metric for the
assessment of RGB spaces with respect to the coding suit-
ability:

VLah = E

Labrgg) € Vret

r

det[ALab”,ALab’g’,ALahZ]. (25)
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In the following, this measure is generally given relative
to the volume of the real-world surface color gamut

Vref: f dV, (26)
Vet
yielding
VLab
Vigh= —— 27
ta Vref ( )

Further commonly used metrics are the conventional
mean, mean square and maximal color distance between two
adjacent codes in a color space

1
19Lab = E

(RGB) € Vief

|ALab,| + |ALabg| + |ALab,|,

(28)

1
Zab:_ E

|ALab, " + [ALab, + |ALab",
3-n Labgrgg) € Vier

(29)

lpLab = max[ALab,, ALabg, ALabb]VLab<RGB €V (30)

)
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Verification

According to Sec. 3.3, determining the codable color volume
by summing up the volume fragments provides the advan-
tage of being able to truncate the side lengths of each single
encoding fraction to a well defined maximum size, which
corresponds with the visual capabilities.

Without providing this benefit, the color volume could
be calculated much more efficiently by using convex hull
techniques.””*® Since any color space in the CIE Lab system
may easily contain concave surfaces—parts of the planes de-
limiting RGB gamuts behave likewise—a gimmick is re-
quired whenever convex hull techniques are used. According
to Grassmann’s law the CIE XYZ color space obeys the rules
of linearity and additivity. Hence, a color space in XYZ is
supposed to be convex, provided that additive color mixtures
are allowed. The transformation of a convex surface from
CIE XYZ into CIE Lab then brings back the concavities,
provided that the surface is sufficiently well sampled.*

Based on comparisons with the results of the above
convex hull technique, the accuracy of the color volume de-
termination by summing up discrete parallelepipeds accord-
ing to Egs. (19)—(25)—while omitting the constraints to
1 AE;;—was examined. The average of the two unequal cal-
culations disagrees by <1% only, making it evident that the
summing up approach yields results of satisfactory accuracy.

Evaluation of Some Well-Known RGB Types
A few well-known RGB color spaces'*'*® as listed in Table II
have been judged according to the metrics of Sec. 3.3.

XYZ is included in this list, since it can be interpreted as
a virtual RGB and shows interesting results. The e-sRGB
type'' must be considered as a special RGB case, since
e-sRGB by default assigns 10, 12, or 16 bits per channel
instead of 8 bits only. Thus, a direct comparison of
e-sRGB with other RGB types would be unfair. Conse-
quently, the e-sRGB standard was evaluated for 8 bits per
channel, as well as for 9 and 10 bits for pointing out the
associated improvement. In fact, however, the current
e-sRGB standard provides neither a resolution of 8 bits nor
of 9 bits.

The color volumes encodable by these RGB types have
been evaluated by extracting the effectively codable color vol-
ume according to Eq. (27) by considering the impact of the
discretization. Figure 2 shows the evaluation of a couple of
well known RGB standards (with exclusion of e-sRGB) at
variable bit rates. The figure presents the difference of the
real-world surface color volume, which should be achieved
by a good RGB encoding, relative to the actually attained
one. While conventional color volume measures are not sen-
sitive to bit resolution and thus stay at constant values while
the bit rate is varied, the drop in the revised color volume
with a decreasing number of bits becomes obvious. The re-
sults make evident that assigning less than 8 bits per RGB
channel in general yields unacceptable deficits in the color
encoding capability, since the color graduation gets too
coarse. Encoding with 8 bits seems to be just the minimally
required rate for an acceptable resolution. The evaluation is
based on the discernible color limit of AE,,=1.
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Figure 2. This figure illusirates the impact of the quantization according
to Eq. (27). The limitation to 1 AE,4 of the color space fraction record-
able with a single code yields substantial color space shorticomings when-
ever the bit rate of the RGB channels is too low. The figure presents the
effective color encoding rates depending on the number of coding bits.
Several important RGB types were evaluated. Generally, even at a bif
rafe of 7 bits, only about one third of the realworld surface colors are
encodable due fo the excessively large color gaps between two adjacent
codes. At a bit rate of 8 bits, the sampling rate is reasonably close to the
perceptible color resolution.

Figure 3 displays the volumetric rankings for all RGB
types listed above, combined with the conventional measure
of the mean color distance for every two adjacent color
codes. An optimal RGB encoding would provide both a high
coverage of all real-world surface colors and a preferably
high resolution of the color encodings. The second goal
agrees with a low mean color distance between adjacent
codes. The scope favorable for RGB data encoding is out-
lined as a shaded area. It incorporates four RGB specifica-
tions Adobe 1998, NTSC 1953, ECI, and Kodak Open Inter-
change RGB. Though two candidates ROMM and Wide
Gamut RGB include large parts of the real-world surface
colors, their mean color distance is rather large. RGB candi-
dates such as the widely used sRGB, as well as SMPTE,
Kodak DC, and PAL, are not optimal in respect of either
rating.

XYZ has been designed with the constraint of including
the whole gamut of optimal surface colors with xy values
within the interval of [0, 1]. If XYZ is used as an 8 bit data
RGB, conventional volumetric inspections expect it to in-
clude the entire gamut volume of all optimal surface colors.
Yet when considering a resolution of 8 bits, the measure of
Eq. (27) reveals that it intrinsically holds only about 30% of
the real-world surface colors.

The extended e-sRGB provides substantially improved
quality for both measures at 10 and even at only 9 bits per
R,G,B channel. While the measure of Eq. (27) makes evi-
dent that it covers 100% of all real-world surface colors for
both bit rates, the mean color distance of two adjacent color
codes is in the same range as the mean distance for “small”
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Figure 3. Evaluafion of multiple RGB specifications according fo the
measures in Egs. (27) and (28). The abscissa shows the effectively cod-
able color volume in percent, that is, the percentage of all realworld
surface colors being encodable with the respective RGB specifications.
The ordinate points out the mean color difference between two adjacent
color codes in AE7,. While the abscissa value ideally should approach
100%, the ordinate value is expected fo be as small as possible. In
addition to wellknown conventional RGBs, the results obtained with the
recently promoted e-sRGB are presented. In order to achieve an equi-
table comparison, the 8 bit analog version was analyzed, together with
the considerably superior @ and 10 bit versions. The preferable regions
are emphasized with the shaded area. The particular values are listed in
Table II.

conventional RGB types such as sRGB, and even far below
in the case of 10 bits. That is, e-sRGB at 10 and even at
9 bits per channel, includes all practically existing surface
colors at sufficient resolution.

In contrast, e-sRGB adapted to the familiar 8 bits RGB
encoding provides insufficient benchmarks, especially with
regard to the mean color distance between two color codes
inside the gamut of the real-world surface colors.

Since getting along with one byte per channel is still a
most interesting objective, the following sections focus on
strategies for the amelioration of the RGB characteristics in
terms of the measures discussed.

IMPROVED DATA RGB BASED ON THE

e-sRGB CONCEPT

The e-sRGB standard provides outstanding advantages com-
pared to sRGB or to other types of RGB specifications:

(1) The e-sRGB color set includes the complete space
of all optimal surface colors, while according to the
examinations presented in Sec. 3, sRGB for in-
stance, includes only 35.8% of them. Moreover,
sRGB provides only 63.8% even of the real-world
surface color space, which is only half as large as
the optimal surface color space. All values are based
on the 3D considerations in Eq. (27).

(2) The resolution of e-sRGB is variable with 10, 12, or
16 bits per channel.
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(3) The e-sRGB standard offers the same primary col-
ors and the same gamma value as sSRGB.

The drawbacks of e-sRGB are listed below:

(1) 70.72% of all e-sRGB color codes are located out-
side the optimal surface color gamut and hence are
useful for recording self illuminants only. 50.76%
of them exhibit negative X, Y, or Z tristimulus
components, which are of very low significance. All
values are referred to the 3D considerations in Eq.
(27).

(2) If more than 10 bits per channel are used for
e-sRGB, a 32 bit data word is not sufficient for
including a full true color RGB color encoding. On
the other hand at 10 bits per channel, the color
codes within the optimal surface color gamut are
far away from each other by up to 3.04 Ag at high
saturations, and within the real-world surface color
gamut by up to 1.11 Agy.

(3) The e-sRGB color codes may achieve negative RGB
numbers which only exist in virtual color spaces.
Yet, if an RGB is merely designed to be a data en-
coding system without any need for real-world sce-
narios, this is not a handicap.

Due to the benefits of e-sRGB which are achieved by an
intelligent mapping of the RGB color values into the encod-
ing space, the e-sRGB concept is well suitable for the basic
concept when searching for an improved data RGB.

The degrees of freedom for such an e-sRGB analog are:

(1) The color values of the R, G, B primaries (6 de-
grees of freedom, see below);

(2) the gamma exponent 7y of the power function (1
degree of freedom);

(3) as well as two parameters &, w for each R,G,B
channel for the linear mapping into the encoding
space (3 X2=6 degrees of freedom).

The RGB primary colors can be defined by its three-
dimensional XYZ chromaticity values, or alternatively by its
two-dimensional xy color table values plus the xy value of
the white point (its luminance is supposed to be Y=100),
forming 9 degrees of freedom, altogether. According to Sec.
3 by choosing the second option, a well defined white point
guarantees a color neutral gray axis, while 6 degrees of free-
dom remain for the RGB primaries.

Hence for the e-sRGB concept, a total of 13 degrees of
freedom is available for optimization.

An optimized RGB is determined according to the fol-
lowing rules:

(1) The e-sRGB concept is adopted and optimized ac-
cordingly.

(2) By selecting suitable parameters for mapping the
RGB values onto the coding space, the faces of the
RGB cube are shifted such that they closely snuggle
around the real-world surface color gamut. This
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alignment satisfies the variables for the linear map-
ping, ie., 6 degrees of freedom. The current
e-sRGB standard wastes a lot of encoding space for
colors beyond the real-world and even the optimal
surface color gamut.

(3) The xy values for the primaries definition and the
gamma value make up a seven-dimensional space
which is available for further optimization. The
measures developed in Sec. 3 are chosen as target
functions.

Revised Linear Mapping of the RGB Values into
Encoding Space
The linear mapping of the RGB values into the n-bits coding
range provides two free parameters € and w for each chan-
nel. According to Sec. 3, an optimal data RGB should be able
to encode all real-world surface colors inside of the gamut of
the real-world surface colors, while colors outside the opti-
mal surface color gamut are a waste of bit resources. Thus, a
new approach is suggested by assessing € and w such that
the RGB faces at C"=0 and C"=2"—1 (notation see Sec. 2)
are tangents to the surface of the real-world surface color
space O.

Considering a data range codable with » bits such that

C"e[0,1,...,2"—1], (31)

the linear mapping with Eq. (4) deforms the encodable data
range to

[ e

ie{1,2,3,...}. (32)

If the set of all optimal surface colors RGB' € O is con-
sidered, let its boundary RGB’ values be denominated by
Cl.,and C . with C' e{R’,G’,B'}. With

c'el[C.,....,C 1], (33)

min® > ~max.

and Eq. (32) can be deduced

2"—1
g=—"-, (34)
C;nax - C;nin
, 2"—1 (35)
w=-Cl - ——. 35
Crlnax - Crlnin

The resulting g, €5, € and wg, wg, wp values are channel
specific and define the required linear mapping parameters
where the faces of the RGB cube are shifted as close as
possible towards the optimal surface color space boundaries.

RGB Primaries and Gamma Value Optimization
The remaining free parameters, the xy chromaticity values of
the primaries Xg,¥Yr,Xg,YG>Xg>¥p as well as the gamma
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value y — 7 degrees of freedom altogether — are optimized
according to the metrics proposed in Sec. 3.

No constraints are assumed to be accounted for the
optimization process of this seven-dimensional vector space.
The omission of constraints in principle causes the primaries
and the gamma value to achieve arbitrary values. Hence,
optimization might eventually bring forth primary values
beyond the scope of human perception. This is unfavorable
whenever the RGB definition is intended to represent an
existing image reproducing device. Yet, the exclusive data
RGB on which this paper is focused is expected to require
some matrix transformation in order to be suitable for real
color applications.

Without imposing constraints, the multidimensional
Nelder-Mead simplex search method for iterative uncon-
strained minimization’>”" is well suited as the principal op-
timization algorithm.

Provided that the data mapping onto the coding space is
accomplished according to Sec. 4.1, the resulting RGB vol-
ume will include at least the complete gamut of real-world
surface colors. Consequently, any shortcomings still remain-
ing in the color coverage are caused by insufficient bit
resolution and/or a perceptibly inhomogeneous code
distribution.

RESULTS: RATING OF THE REFINED

RGB ENCODING

The RGB set in Table II has been redesigned according to
the propositions of Sec. 4.1 by redesigning the linear map-
ping of the RGB colorimetry values into the encoding space.
Thereby, the encoding coefficients € and w have been opti-
mized for each RGB channel separately according to Egs.
(34) and (35). The resulting RGB encodings have subse-
quently been validated with the estimation criteria v;,;, and
U1ap [Egs. (28) and (27)] as proposed in Sec. 3.

Figure 4 shows the evaluations of basically the same
RGB encodings as of those in Fig. 3. The figure gives the
validation of each original encoding scheme together with its
refined version. The ratings are displayed as tuples of two
values connected by a line, each, starting with the ratings of
the original RGB definition emphasized with small symbols,
and ending with the ratings of the enhanced encoding
marked with large symbols. The results indicate a remark-
able improvement of criteria vy, after the refinement. This
holds true for all considered RGB definitions. Regardless of
the validations of the ordinary RGB encodings, which often
show an effective coverage of less than 65% of the real-world
surface color space only, most of the assessments taken after
the modification achieve values of more than 90%.

On the other hand it has to be stated that a large
amount of the refined RGB schemes attain at slightly in-
creased mean color difference values U;,, [Eq. (28)]. Fortu-
nately, the augmentation of ¥, is quite moderate and
hardly exceeds values of more than 10%. Moreover, the ¥,
values remain below the critical limit of 1 AE in most of all
cases, except for those where already the original 9,
exceeds 1 AE, where U;,, even decreases after the RGB
refinement.
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Figure 4. Improvement of the RGB specifications of Table Il when applying the esRGB concept optimized
according fo Sec. 4.1 and evaluafing with the same measures as in Fig. 3. The enhancement is illusirated by
straight lines starting from the ratings of the unchanged original RGB (small symbol) and ending with the
estimations of the respectfive extended and revised RGB (8 bits), using the equivalent primary colors and
gamma values (large symbols). The results prove a considerable upgrade of all RGB types with respect fo the
effectively codable color volume according to Eq. (27), showing increased realworld surface color codability
rates over 95%. Yet, most of the mean color distances increase somewhat, although they are usually sill clearly
below 1 AE. In addition, this figure shows the values of some optimized RGB. The focused optimization
criteria are minimal vjgp, ¥y, and qp (see measures 27, 29, and 28 of to Sec. 3.3). The oplimizations
were performed by varying the primaries, and by taking either fixed or variable gamma values y. The

particular values are listed in Tables Il and V.

Beside the enhanced results obtained from the measure
Viap it is important to keep in mind that in case of the
traditional RGB encoding, the codable color space is re-
stricted to the triangle spanned by the primary colors, while
the enhanced e-sRGB concept in contrast allows the descrip-
tion of colors within the full real-world surface color gamut
(Sec. 3.1), which is an outstanding improvement.

The progression of the sSRGB and of the e-sRGB encod-
ing might be especially pointed out. The well established
sRGB whose assessment is displayed with a black circle ex-
hibits a fairly low rating in terms of v, due to its compara-
tively small color volume, as already stated in Sec. 3. The
same holds true for e-sRGB (marked with a black square)
for a resolution of 8 bits per channel. In the case of the 8 bit
e-sRGB, the low assessment value arises solely from the
coarse discretization, while from a purely geometrical point
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of view, the color space spanned by e-sRGB is even larger by
far than the gamut of the optimal surface colors boundaries
(Sec. 3.1). Besides the low vy, rating, the mean color dis-
tance U ,;, between two adjacent codes is AE=1.34 and thus
larger than approved. As a matter of course, both sSRGB and
e-sRGB end up in the same refined encoding. It features an
excellent value of v;,;=95.1% and a reasonably low
91=0.82AF.

The ratings of the enhanced RGB settings listed in Table
IT clearly exhibit considerable variation depending on the
primaries’ locations and the gamma values. This fact begs
the question as to the best RGB settings yielding a real-world
surface color volume coverage v;,,, a minimal mean color
distance value U, or ideally, both. An appropriate optimi-
zation strategy based on the Nelder-Mead simplex search
algorithm has been used according to Sec. 4.2. Variable tar-
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Figure 5. RGB primaries optimized towards minimal vjqp, 9]y, and 91qp
(see measures 27, 29, and 28 of to Sec. 3.3). The optimized degrees of
freedom are the primary locations xg, yg, X6, Y6, Xa, ys, and the gamma
value . In the case of v,q, one of the two optimizations was performed
with a fixed gamma of y=2.4. The figure shows the wellknown horse-
shoe shaped xy color space representation. The particulor RGB specifi-
cation values are given in Table V. Please notice that the friangular shapes
are plotted for the purpose of clarity only, and do not indicate color
boundaries as in conventional RGB.

get measures have been chosen for minimization, including
Viet—= Viap Orap O and ¢, (measures 27, 28, 29, and
30). Alternatively, only the x,y-chromaticities of the RGB
primaries supplying 6 degrees of freedom (Sec. 3.2) have
been chosen as free parameters, or the primaries
x,y-chromaticities together with the gamma value, yielding a
total of 7 free parameters.

The iterative optimizations usually converged after 200—
800 iterations. Some of the results are included in Fig. 4. The
highest value for the effectively color volume was found at
Viap=98.7% (see identifier “V Lab,7y”) by minimizing
Viet— Viap The maximization of Vi, was, however, inevita-
bly associated with an elevated U;,,=0.917 value. On the
other hand, the lowest value found for ¥;,,=0.638 comes
along with a lower percentual color coverage value of
Viap=284.0% (see identifier “OLab,y”).

The two estimates above are part of the envelope &
which includes the locations of all optimal RGB settings
featuring the feasible limit for the measures v;,, and 9, at
8 bits per RGB channel. Since thousands of refined RGB
calculations have been performed during the optimization
processes, the envelope & could well be determined numeri-
cally. It is plotted as a dotted line in the lower right half of
Fig. 4.

Beside the extreme findings at “V Lab,y” and
“0 Lab,y,” the envelope ¢ includes some further exclusively
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Table 111. Ratings of the original (ori.) and the refined (ref.) versions of some selected
RGB types. The refined versions have been enhanced according to the concept proposed
in Sec. 4. Detailed encoding specifications are given in Tables | and V.

RGB Type b (%] Owp Oy iasre  Pases
sRGB ori. 63.8 0.668 0675 1176 0931
e-sRGB ori. 65.9 1.344 1363 4443 1850
e-sRGB ref. 95.1 0.822 0833  3.801 1.093
Adobe1998 ori. 80.4 0775 0789  1.614  1.240

ref. 94.7 0.875 0891 2543 1376
Color Match ori. 63.7 0.598 0611  1.654  1.309

ref. 95.1 0720 0747  4.006 1470
Ed ori. 86.1 0722 0737 1986  1.560

ref. 96.1 0787 0804 2565  1.667
Generic Monitor ori. 65.5 0.621 0634 1583  1.239
ref. 95.8 0745 0770  3.692  1.404
KodakDC ori. 64.2 0.665 0.673 1286  1.021
ref. 97.3 0781 0795 4071  1.130
NEC Multi Sync ori. 59.6 0581 0592 1491  1.158
ref. 95.4 0723 0751 4081  1.346

ROMM ori. 88.0 1076  1.086 1993  1.613
ref. 921 1.014 1024 1868 1529
Wide Gamut ori. 83.1 1151 1169 2086 1701

ref. 87.3 1.091 1107 1961  1.610

Table IV. Ratings of some new optimized RGB specifications (see Sec. 5), enhanced
according to the concept proposed in Sec. 4. Detailed encoding specifications are given
in Tables | and VI.

Optimization Criteria Vigh [ %] m Ny Yabte Pl

V Lab, v 98.7 0917 0918  2.134  0.967
V Lab 98.0 0831 0839 2964 1134
Slab’, y 90.9 0.653  0.690 4941 1.624
Olab, y 84.0 0.638 0714 5810  2.042

selected points which are displayed in Fig. 4. The one iden-
tified with “9Lab”,y” represents the value attained when
optimizing for the minimal mean square root 97, while the
one identified with “V Lab” stands for the minimization of
Vier— Viap- In the latter case, the gamma value has been fixed
to y=2.4 according to some commonly known RGB types
(e.g., sSRGB and e-sRGB).
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Table V. Encoding specifications of some well-known RGB types which are enhanced
according to the refined e-sRGB concept of Sec. 4. The table includes the mapping
parameters & and « (optimized), the chromaticity values of the primaries, the gamma
value, as well as the white point (original specifications). The associated rafings are
given in Table III.

ep wp Xp YR
&6 WG X6 Y6
ep wp Xg Vs Y w

127.500  96.000  0.6400  0.3300

e-sRGB (original) ~ 127.500  96.000  0.3000  0.6000 240 D65
127.500  96.000  0.1500  0.0600
152131 71.778  0.6400  0.3300

e-sRGB (refined) ~ 217.057  42.148  0.3000  0.6000 240 D65
198.358  61.865 0.1500  0.0600
190.047  48.194  0.6400  0.3300

Adobe1998 220.966  38.636  0.2100 0.7100 220 D65
213.950 47.446  0.1500  0.0600
170.653  50.704  0.6300  0.3400

Color Match 222.680  37.759  0.2950 0.6050 1.80 D50
204746  56.822  0.1500  0.0750
211.346  29.119  0.6700  0.3300

Ea 233.582  26.994 02100 07100 1.80 D50
232712 30701  0.1400  0.0800
176.274 49493  0.6277  0.3427

Generic Monitor 219.189  41.011  0.2803  0.6097 1.90 D50
199.686  61.312  0.1491  0.0636
152.902  68.633  0.6492 03314

KodakDC 220.551  39.010 03219 05997 222 D50
203.576  57.178  0.1548  0.0646
167.653 54672 0.6167  0.3503

NEC Mulii Sync 213.967  46.070 0.2957 0.5884 1.90 D50
195.929 64771  0.1481  0.0697
257.564 2947 07347  0.2653

RoMM 260.014 0435 0.1596 0.8404 220 D50
263.832  0.000  0.0366  0.0001
217.681 32062 07347  0.2653

Wide Gamut 260.631  0.000  0.1152 0.8264 220 D50
237.595 24868  0.1566  0.0177
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While the above mentioned values for & refer to RGB
characteristics achieved by explicit optimization, the enve-
lope ¢ also passes close by ratings referring to enhanced
versions of some well-known RGB characteristics. This RGB
category includes in particular “Kodak DC,” “Generic Moni-
tor,” and “NEC Multi Sync Monitor” RGB.

Some of the above mentioned optimal RGB specifica-
tions are displayed in Fig. 5 in the chromaticity diagram.
The figure shows that the optimal RGB triangles do not
fundamentally differ from typical RGB characteristics like
those of Fig. 1. Though most of the primaries remain inside
the spectrum locus, some of them do not. This is however
alright if an RGB is exclusively designed for encoding
purpose.

A list of the assessment values for a few selected ratings
is given in Tables IIT and IV. The set in Table III includes the
values v [%],  Opap Z,,b) Ve and  Prap
[Egs. (27)—(30)] of some original RGB characteristics, as
well as of their refined versions. In Table IV, the ratings are
provided for the optimized RGB specifications discussed
above. While in general, the original color coverage is only
on the order of about 70%, the refined RGB types achieve
viap values of around 95%. The mean color distance Uy,
between two adjacent color codes usually slightly increases
after the refinement; however, it remains below 1 in the ma-
jority of cases. The same holds true for the quadratic mean
color distance 97 .

Finally, the maximal color distance between two adja-
cent color codes i,, was examined. It appears that this
value exceeds the 1 AE limit by a factor of more than 2 up to
almost 6 for all of the refined RGB versions. The conven-
tional RGB estimations in contrast exhibit acceptable maxi-
mal distances of a AE between 1 and 2. The suspicion was
obvious that the high maximal distances at refined RGB
versions are supposedly achieved at high saturations where
the AE,¢ based measures associated with the Lab rating are
known to produce excessive values. Since the conventional
RGB encodings generally enclose lower saturations than the
refined ones, they would consequently yield lower maximal
color distances.

This speculation was confirmed by recomputing the
distance values using the AEq, measure. The resulting values
are given with ¢ 04 in the right column of Tables III and
IV. Evidently, the AEy, measure exhibits a significantly lower
discrepancy between the maximal color distances of conven-
tional and refined RGB types, compared to the AE;; mea-
sure. For both RGB types, the values are now in the same
range between 1 and 2.

Table V lists the specifications of the refined RGB types
considered, including the encoding parameters ¢ and w for
each RGB channel, as well as the respective chromaticity
values of the primaries, the gamma values, and the white
points, which are original. Table VI lists the respective speci-
fications for the new optimized RGB settings discussed
above. Notice that some of the primaries are outside the
spectrum locus. However, this is irrelevant as long as the
RGB is used exclusively for the purpose of data storage.
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Table VI. Encoding specifications of some new optimized RGB specifications, enhanced
according to the refined e-sRGB concept of Sec. 4. The table includes the mapping
parameters £ and o, the chromaticity values of the primaries, the gamma value, as
webI: as the white point (all specifications optimized). The associated ratings are given in
Table IV.

ep wp Xp Yr
&6 ol X6 Y6
ep wp Xg Y8 Y w

203.729 50.273  0.708 026  0.261 757
Vlab v 254.651 4597 0302 160 0.693 429 2.865 456 D65

234258 26.913 0.008 690 0.002 970

185.886  54.265 0.679 895 0.334 856
V Lab 213.508 45321 0.306 477  0.678 825 2.40 D65
263.091  0.000 0.094 873 0.066 509

158.067  61.641  0.655 421 0.313 606

Ly 220857 34030 0336 601 0551 851 1.611 455 D65
210637 51819 0094276 0.092 726
150.673 61492 0599 914  0.308 644
Oy 209796 36822 0337 655 0522399 1422382 D65

197.246  64.460 0.098 509 0.111 208

CONCLUSIONS

The topic of profitable RGB setting was analyzed with the
exclusive focus on optimal data encoding. The current RGB
situation was discussed and a valuation strategy proposed
for the judgment of RGB specifications. The measures sug-
gested give an estimate for the fraction of the actually exist-
ing surface colors being encodable with a certain RGB. The
metrics combine the codable color gamut volume with dis-
cretization related attributes.

Various well-known RGB definitions were examined ac-
cording to this evaluation scheme. It turns out that all of
them suffer from considerable deficits in the encodable color
volume when accounting for real-world surface colors.

The recently promoted e-sRGB concept was shown to
be an outstanding RGB alternative. Attempts to validate it in
its present state does not exhibit many benefits when exam-
ining it at a resolution of 8 bits per RGB channel (which is
not provided for the e-sRGB standard). However, a suitable
refinement strategy of the e-sRGB concept providing a sub-
stantial upgrade in respect of the above rating was proposed
in this paper.

Various RGB configurations were modified applying the
refined e-sRGB concept. The rating results clearly reveal its
excellent ranking compared to all conventional RGB types.

Additionally, an attempt is suggested for optimizing the
primaries and the gamma value. The optimization results
reveal the limitations of the proposed RGB concept and
identify the RGB settings for Kodak DC, Generic Monitor,
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and NEC Multi Sync Monitor to be especially advantageous
if the refined e-sRGB concept is applied to them.

In summary, the new refined e-sRGB strategy features
an outstanding improvement in respect of the codable color
volume when compared with conventional RGB encodings.
The new strategy permits the composition of essentially en-
hanced RGB definitions using the traditional 3 X8 bit ar-
rangement.
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