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bstract. Traditionally, hardware for additive color displays, includ-
ng projection devices, has been built from a set of only three prima-
ies: a red, a green, and a blue. Recently, some manufacturers of
rojector displays have designed their hardware to project a fourth
rimary, a white. This fourth primary has been helpful in increasing

he luminous output possible from these displays. Because interde-
ice color communication infrastructure is based on red, green, and
lue channels (RGB), the four-primary devices accept RGB digits
nd internally convert to red, green, blue, and white channels
RGBW). From a color management viewpoint, the four-color pro-
ectors look like RGB devices, but the typical color characterization

odels fail owing to the complexity introduced by the hidden RGB to
GBW conversion. Several four-primary digital light processing pro-

ectors were investigated and a new characterization model is pro-
osed that approximately accounts for the relationship between
GB digital counts and resultant projected colorimetry. © 2006 So-
iety for Imaging Science and Technology.
DOI: 10.2352/J.ImagingSci.Technol.�2006�50:1�17��

NTRODUCTION
ata projectors are often used in demanding imaging appli-

ations requiring accurate color. To properly control the
olor output of such devices, one needs accurate color con-
rol models. A color management algorithm for a four-color
rojector is proposed. The examined projectors are based on
ardware and internal controls developed by Texas Instru-
ents (TI) for their digital micromirror technology1 known

s digital light processing (DLP). The TI four-primary
onfiguration2 is found in data projectors produced for the
ffice and lecture room market. The digital cinema line of
LP projectors3 is based on a red, green, and blue channels

RGB) color rendering approach, which is not covered by
his article.

Four-channel color displays have relatively recently been
ntroduced to the market. The displays of interest here have
he traditional RGB and also a supplemental white channel
W). In parallel to the four-color printer problem, a fourth
hannel in a display creates a color reproduction challenge
ince there exist many colors, represented as single points in
three-dimensional color space, that can be mapped to mul-

iple red, green, blue, and white combinations. A further
omplication of these projectors is that at the computer in-
erface they are treated as RGB displays. That is, projectors

IS&T Member

eceived Mar. 24, 2005; accepted for publication Jun. 16, 2005.
062-3701/2006/50�1�/17/8/$20.00.
re addressable as typical three-channel devices. The conver-
ion from RGB to red, green, blue, and white channels
RGBW) takes place internally making them at once com-
atible with current RGB display signals and yet unfriendly

o simple color management approaches.
The characterization of a display forms the foundation

f a mapping from device digital coordinates to colorimetry.
his is referred to as the “forward model.” A common
ethod for characterizing typical RGB color displays starts
ith three one-dimensional input look-up tables (LUTs) for

inearizing the digital input signals with respect to tristimu-
us values �XYZ�. This is followed by a 3�3 matrix for
calar rotation, completing the transformation to tristimulus
pace.4 Extending this model to a four-channel display is
traightforward: the fourth channel needs its own lineariza-
ion LUT and the rotation matrix becomes a 3�4 matrix. If
he RGBW channels of these projectors were all directly con-
rollable, then this would represent the forward model. Un-
ortunately, the projector only accepts RGB digital coordi-
ates and internally converts them to RGBW. Thus, the

orward model must also account for this conversion.
To complete the color management of a projector, an

nverse model is needed to convert from colorimetry back to
evice digital coordinates. For these displays, such a model
eeds to solve both the one-to-many problem of XYZ to
GBW as well as the transformation from RGBW back to
GB. As is often the case with a complex color rendering
evice, a reasonable forward model is not always readily in-
erted.

There are several published efforts regarding the use and
haracterization of projection displays. Some of these papers
ave described characterizations of LCD-based projectors.5,6

tudies have been performed on the details of implementing
ultiple-projector systems.7 Much theoretical research has

een done on the design and modeling of DLP systems.1,2,8,9

yble and Zhang demonstrated a forward characterization
odel.10 Describing the derivation and implementation of

n inverse model11 completes the color management picture
or these DLP engines.

OUR-PRIMARY DLP PROJECTION TECHNOLOGY
he schematic of a representative four-color DLP projector

s shown in Fig. 1. A rotating filter wheel sequentially filters
he broadband light source. After filtering, the beam is fo-
used onto the digital micromirror device (DMD). The
17
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MD is an addressable array (e.g., 1024�768) of mirrors
hich are able to direct incident light in two directions,

pproximately ±10°. In the course of imaging a frame, a
ixel of a given separation (red, green, blue, or white) is
elected by directing light incident on a single mirror toward
he output optics. Mirrors corresponding to areas of the
mage not containing that separation direct incident light
nto a light trap. The mirror positions on the DMD are
djusted on a kilohertz time scale, beyond video frame rates.
he perception of full color is due to the temporal integra-

ion by the eye and brain of the four channels successively
ashed to the screen.

The strategy for white addition has been outlined.2 The
ethod for determining the quantity of white is based on

he input RGB request. White is added in a small number of
iscrete levels when the requested color approaches or ex-
eeds that which can be produced with RGB separations
lone. White is coarsely quantized so the controller trades
GB with W. In a color or gray ramp this transaction means

hat each time the amount of white is increased, an appro-
riate amount of RGB is removed to offset the relatively

arge amount of light that is added with the higher white
evel. RGB separations can then be increased again until an-
ther unit of white is required. This is shown graphically in
ig. 2. Once all of RGB and W are at their respective maxi-
ums, the gamut boundary of the device is reached.

The model presented later approximately captures the
radeoffs that are implemented in the device. While it likely
alls short of a complete mimicking of the underlying physi-
al properties and algorithmic complexities of the device, the
tility, simplicity, and most importantly the low error of the
odel justifies its use for many applications.

HARACTERIZATION MEASUREMENTS
n Optoma™ EzPro 755 four-primary projector was used

or the majority of the experiments described later. Unless
therwise specified, all references to “projector” will indicate
his device. This projector has a 1024�768 pixel DMD, and

igure 1. Diagram of four-color DLP projection system: �a� light source;
b� input optics; �c� filter wheel, �d� DMD; and �e� exit optics and screen.
stated output of 2000 ANSI lumens. The video signal was t

8

enerated through the XVGA video output of a standard
acintosh G4 PowerBook computer. The measurement de-

ice was an LMT C1210 colorimeter. The C1210 was placed
n the center of the field approximately 2 m from the pro-
ector. All images were uniform over the entire field, and
ere displayed for about 5 s prior to measurement, sufficient

ime for both the projector and measurement device to sta-
ilize at the given setting.

The colorimeter was configured to return XYZ tristimu-
us values for the 1964 10° standard observer. All reported

easurements and color calculations were made in this way.
IELAB calculations were normalized relative to the white-
oint of the projector. That is, the CIELAB Xn, Yn, and Zn

ame from the measured XYZ at R=G=B=255.
The brightness and contrast controls of the projector

ere adjusted to eliminate clipping at low or high levels.
lipping will compromise the robustness of an inverted
odel. If projector settings were desired that imposed clip-

ing, the predictive ability of the model will decrease due the
he inability to create appropriate LUTs.

Specific measurements made were the red, green, blue,
nd equal-digit ramps, as well as a large set of verification
ata. Ramps were measured every fifth digital count except

or the ranges 0–10 and 245–255, where every digital count
as measured. The equal-digit ramp is simply R=G=B for

he same range of digital counts. (For consistent terminol-
gy, use of “white” will be used only for the actual white
eparation.) The higher sampling in the shadows and high-
ights allow a probing of projector behavior in these often
ritical regions. For verification data a 10�10�10 matrix of
GB colors was measured. To avoid any changes that might
ccur in projector behavior over time, ramp measurements
nd verification data were taken at each session. Character-
zation results for this projector were consistent with those of

second DLP-based projector, described later, and with pro-
ectors characterized in previous work.10

The individual ramp responses were compared to the
qual-digit ramp response. Figure 3 shows the Y tristimulus
alue of the equal-digit ramp (black line), and the sum of Y

igure 2. White addition scheme described in Kunzman and Pettitt �after
ig. 6 in Ref. 2�.
ristimulus values of the R, G, and B ramps (dashed line),

J. Imaging Sci. Technol. 50�1�/Jan.-Feb. 2006
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nd their difference (solid line with symbols, note secondary
rdinate axis). For a typical additive color device the equal-
igit and the sum of the RGB individual curves would be
xpected to nearly coincide. Under optimal conditions, only
ystem and measurement noise should cause the equal-digit
nd summed RGB curves to mismatch in a standard RGB
evice. The fourth channel changes this expectation. The
ifference between the equal-digit ramp and the summed
GB ramps indicate places where white is mixed into the

ystem. For this projector, all colors produced above a digital
ount of 175 on the equal-digit ramp indicate white addi-
ion.

More curious is the behavior between digital counts of
bout 60 and 175. Here, the sum of RGB exceeds the equal-
igit ramp. This is counterintuitive. Similar behavior has
een noted in all DLP projectors characterized to-date:
even different projectors from various manufacturers. En-
ineers at Texas Instruments12 indicated surprise that mea-
urements show less light in this digit range than would have
een projected with the sum of RGB channels alone in that
ange. One possible explanation is that parameters to the TI
GB to RGBW algorithm were based on slightly different
rojectors, accounting for inaccuracies found in the trade-
ff assumptions for these projectors. The model presented

ater is robust to this situation.

HE FORWARD MODEL
he forward model accepts RGB digital input coordinates
nd predicts the output color XYZ produced by the projec-
or. The forward model is identical to one previously
eported;10 this model can be summarized in Eqs. (1) and
2):

R� = rLUT�R� ,

igure 3. Comparison of equal-digit ramp and sum of responses from R,
, and B ramps. Note secondary ordinate axes for the difference plot.
egative areas of the difference plot show digital counts where the output
f the combined RGB ramps exceeds that of the equal-digit ramp for the
ame digital count.
G� = gLUT�G� , c

. Imaging Sci. Technol. 50�1�/Jan.-Feb. 2006
B� = bLUT�B� ,

W� = wLUT�min�R,G,B�� , �1�

Cout = MCin �2�

here Cout is the output color XYZ, Cin are the linearized
calars, R�, G�, B�, and W�; M is the 3�4 rotation matrix
lus a dark correction making it 3�5. M is derived as

M = �XR
c XG

c XB
c XW

c XK

YR
c YG

c YB
c YW

c YK

ZR
c ZG

c ZB
c ZW

c ZK
� , �3�

here X, Y, and Z are measured tristimulus values and the
ubscripts R, G, B, W, and K are for full red, full green, full
lue, calculated white, and black (residual light when R=G
B=0), respectively. “C” superscript indicates that dark cor-

ection has been applied. For example, the calculation for
ark corrected XYZ values is shown in Eq. (4) for the red
rimary. Green and blue corrections take place analogously

�XR

YR

ZR
�

C

= �XR − XK

YR − YK

ZR − ZK
� . �4�

Equation (5) shows the calculation of the dark corrected
hite column. It is the difference between the sum of the
ark corrected tristimulus values of the full red, green, and
lue primaries and the dark corrected equal-digit ramp re-
ponse

�XW

YW

ZW
�

C

= �X255,255,255
c − �XR

c + XG
c + XB

c �

Y255,255,255
c − �YR

c + YG
c + YB

c �

Z255,255,255
c − �ZR

c + ZG
c + ZB

c �
� . �5�

ntuitively, the white XYZ values on the left-hand side of Eq.
5) describe the “leftover” color that is outside of the range
f the RGB separations for a given input level.

The four channel tone response curves are shown in
ig. 4. They are derived from the measured XYZ data. R, G,
nd B curves are normalized values of the X, Y, and Z val-
es, respectively, of the R, G, and B ramps. The white tone
esponse accounts for the amount of luminance measured
rom the equal-digit ramps that exceeds the sum of the RGB
eparations. Therefore, the summed Y values of the red,
reen, and blue ramps were subtracted from the Y values of
he equal-digit ramp. For purposes of the forward model
UT, the result was clipped at zero to remove negative com-
onents and then normalized to create the white LUT as
hown in Fig. 4. Each measurement for the RGB and equal-
igit ramps includes some amount of random noise. The
ultiple subtractions to calculate the white tone response

urve increases the noise. The final white LUT shown in Fig.
was smoothed with a polynomial to preserve a monotoni-
ally increasing LUT. The R, G, and B LUTs were similarly

19
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moothed. As mentioned earlier, adjusting projector bright-
ess and contrast to avoid clipping facilitates the smoothing
rocess significantly. The smoothing also aids in inverting

he LUTs, described later, which is required for model inver-
ion.

There are differences between this model and that pre-
ented by Kunzman and Pettit.2 In that work, an outline of
he RGB to RGBW internal transformation was presented.
ike the currently described model, combinations of only
ed, green, and blue without any white addition produce all
olors within a range of low digits. For both models above
ertain digits, white is added to all colors. The equal-digit
amp is useful to consider for this discussion. The Kunzman
nd Pettit description shows a relatively large addition of
hite at its first introduction (see Fig. 2). Given the large

ncrease of white, a similar decrease in RGB is required to
aintain the equal digit response curve. The white level is

eld steady for many digital counts until a new level of white
ddition requires another drop in RGB participation.

The current model assumes a continuous addition of
mall amounts of white to the RGB separations calculated
rom the individual ramps. Relative to the TI description,
here are many places in which the current forward model
nderpredicts white levels and overpredicts RGB levels. In
pite of this probable deviation of the model from actual
mounts of RGBW produced by the projector, the LUTs are
ased on measurements and maintain colorimetric predic-
ion accuracy.

ORWARD MODEL JUSTIFICATION
or the matrix-based forward model to be valid, the tris-
imulus values of the primaries, represented as columns in
he matrix M, must not change as the linearized scalars vary
cross their range. Termed primary stability, the extent to
hich color devices uphold this requirement can be demon-

Figure 4. Forward model lookup tables.
trated by plotting the chromaticity coordinates of the indi- i

0

idual ramp data. These plots are shown in Fig. 5 for R, G,
, and W ramps. The white data in M and Fig. 5 are calcu-

ated as in Eq. (5). The inset scales are 0.005 chromaticity
nits per gridline for both axes of all plots. Note that the
ubtraction and ratio of very small tristimulus values results
n noisy data, and the first few points (corresponding to
igital counts of five or less) have been removed from the
lot. It can be seen that the primaries vary little, and it will
e assumed that this is sufficient justification for the use of
he model.

ORWARD MODEL EVALUATION
he forward model was evaluated using the measured veri-
cation 10�10�10 matrix of RGB colors. A full factorial of

en levels varied across each separation. Values for each color
hannel were: 0, 32, 64, 96, 128, 170, 180, 190, 200, 210, 220,
30, 240, and 255. The selection of these values was intended
o emphasize the areas of RGB space above 170 digital
ounts where the projector was potentially adding white.
his was to stress the model and ensure that, although the
hite addition might not be modeled precisely, the model
as still accurate for all areas of RGB space.

Figure 6(a), later, is a flow chart showing the data path
hrough the simulation and measurement processes. F indi-
ates the forward model (transforming RGB to XYZ) and F1

ndicates the inverse model (transforming XYZ to RGB, de-
cribed later). The assessment of the forward model, shown
s “F verification,” is the calculated color difference between
he forward model prediction and the measured data for the
ame RGB coordinates. Figure 7 shows a histogram of the
esults of the forward model. The mean and maximum color
ifference for all 1000 points are 1.6 and 3.7 �E94

* , respec-
ively. Results of the same experiment, but using a different
rojector (an InFocus LP650, also based on DLP technol-
gy) resulted in mean and maximum of 0.5 and 4.2. A simi-

ar experiment was run approximately six months earlier us-

igure 5. Primary stability. The plot shows D65 10° chromaticity coordi-
ates of the R, G, B, and W ramps. Thin solid line is the spectrum locus.
nset plot gridlines are 0.005 units for both axes.
ng the same Optoma EzPro 755 and an identical

J. Imaging Sci. Technol. 50�1�/Jan.-Feb. 2006
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easurement setup. The input RGB data set was similarly
arge, but not identically distributed. The mean and maxi-

um color difference for that test were 1.0 and 3.7, respec-
ively. All of these results are consistent with those previously
eported.10

HE INVERSE MODEL
hen color managing a display as an output device, the

nverse model is required. The inverse model accepts a color
equest, here in tristimulus values XYZ, and predicts the
nput RGB coordinates which, when projected, result in the
equested color.

Looking back at Eq. (2), it would be helpful if M could
e directly inverted. That would allow linearized RGBW to

Figure 6. Forward and inverse model data and measurement flow.

igure 7. Forward model results. For this and the subsequent histograms,
he solid line shows cumulative percentage on the secondary ordinate
xes.
e easily derived from XYZ, solving the inverse problem. M

. Imaging Sci. Technol. 50�1�/Jan.-Feb. 2006
s 3�5 and thus there is no proper inverse. M includes the
column that describes the black addition to the predicted

olor. Performing a black subtraction, as in Eq. (6), reduces
he matrix inverse to a 3�4 problem [Eq. (7)], but there is
till no proper solution

�X

Y

Z
�

request

C

= �X

Y

Z
�

request

− �X

Y

Z
�

K

, �6�

M� = �XR
c XG

c XB
c XW

c

YR
c YG

c YB
c YW

c

ZR
c ZG

c ZB
c ZW

c � . �7�

For traditional displays, it is not uncommon to create
he transformation matrix from measurements of the indi-
idual primaries.4 M� of Eq. (8) is such a matrix, made from
he first three columns of M or M�. This matrix is 3�3 and
s thus directly invertible

M� = �XR
c XG

c XB
c

YR
c YG

c YB
c

ZR
c ZG

c ZB
c � . �8�

The inverse of matrix M� will not be sufficient for pre-
icting the actual RGB� for much of the gamut. RGB that
rive the projector to add white will have dark corrected
YZ’s that cannot use the inverse of M� to well predict
GB�. RGB� for these colors that come from the use of the

nverse of M� will be called theoretical RGB or RGBtheo. See
q. (9):

�R

G

B
�

theo

= M�
−1�X

Y

Z
�

request

C

. �9�

For that part of the gamut where no white addition
ook place, RGBtheo is the same as RGB� and can be pushed
hrough the inverse of the rgbLUTs of Eq. (1) to return RGB
igital values. As long as all of R, G and B are between 0 and
, the theoretical RGB should be treated as RGB�.

Should the white addition have been part of the color
ormation, then at least one of the RGBtheo values will be
reater than unity. These values can be used to estimate the

evel of W� in the transform. Recalling from equation (1)
hat W� is a function of the minimum of RGB, it follows
hat W� can also be derived from the minimum of RGBtheo.

A new set of LUTs, known as LUTrgb
w whose derivation

s described in the next section are utilized to transform
rom the minimum of theoretical RGB to W�. Once W� is
nown, the true contribution of white addition can be cal-
ulated and subtracted from the requested XYZ. This will
eave M� as a useful transformation back to actual RGB’,
olving the inverse function.
Transformation steps are as follows:

21
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(1) Dark correct requested XYZ [Eq. (6)].
(2) Calculate theoretical RGB from dark corrected XYZ

[Eq. (9)].
(3) Check if R, G, or B theoretical is greater than 1. If

not, push RGB� though rgbLUT−1 [Eq. (10)]—
done.

(4) If R, G, or B theoretical is greater than 1, derive the
amount of white addition by pushing min�RGB�
through LUTj

w [Eq. (11)] where j is R if R is mini-
mum, G if G is minimum and B if B is minimum.

(5) Subtract the white addition from the requested
XYZ and calculate the RGB� that would deliver the
new XYZ [Eq. (12)].

(6) Push the new RGB� through rgbLUT−1 [Eq.
(10)]—done.

R = rLUT−1�R�� ,

G = gLUT−1�G� ,

B = bLUT−1�B� , �10�

W� = LUTj
w min��R

G

B
�

theo
� , �11�

�R

G

B
��

= M�
−1	�X

Y

Z
�

request

C

− W��X

Y

Z
�

W

C


 . �12�

etermining LUTj
w

o build the lookup tables used as LUTj
w in Eq. (11), one

eeds to find the relationship between the minimum of the-
retical RGB values and the associated W�. A straightfor-
ard approach works well: take RGB combinations, push

hem through the forward model, first determining W� [Eq.
1)] and then the estimated XYZ [Eq. (2)]; then calculate
heoretical RGBs from the estimated XYZ’s through Eq. (9);
nally, make a LUT that relates the minimum of theoretical
GB to determined W�.

To make things quite easy, for each separation’s LUT,
here are only 256 RGB combinations that need be investi-
ated by this method to build that separation’s LUTj

w. The
ecipe for making LUTR

w, for example, follows. Do each of
he following for R varying from 0 to 255:

(1) Build a RGB triplet from the new R value, com-
bined with G=B=255.

(2) Push RGB through Eq. (1) to RGBW�. Maintain
the W� value.

(3) Estimate XYZ by matrixing RGBW� as in Eq. (2).
(4) Calculate theoretical RGB from estimated XYZ

[Eqs. (6) and (9)].
w
(5) Place the RtheoÞW� relationship within LUTR. (

2

The set of LUTj
w for this projector are shown in Fig. 8.

For this example the recipe works as long as the RÞW�
elationship does not change if G and B in the original RGB
hange. Recall that the only requirement is that R
min�RGB�. To ensure that this was always true, G and B
ere set to 255. Is the RtheoÞW� relationship independent
f G and B, so that the same relationship holds even when G
nd/or B are not 255?

The answer, as shown in following proof, is yes, the

theoÞW� relationship is independent of G and B.
Assumption: RtheoÞW� relationship is independent of

and B values where R is minimum.
Proof:

Given
red is set to R,
green is set to G,
blue is set to B,
G�R�B.

By Eq. (1), R� is independent of G and B; and since R
min�RGB�, W� is also independent of G and B by Eq. (1).

Steps 3 and 4 in the earlier recipe use Eqs. (2), (6), and
9) in series. The implicit dark addition step in Eq. (2) is
anceled by the dark subtraction step in Eq. (6). Thus the
esult of steps 3 and 4 could be summarized as the applica-
ion to RGBW’ of the matrix of Eq. (7), M’, followed by the
nverse of the matrix of Eq. (8), M�−1 [see Eq. (13)].

�R

G

B
�

theo

= M�
−1

M�
R

G

B

W
�

�

. �13�

The inverse of M� could be written as the matrix in Eq.

igure 8. Invert LUTs for determining white addition. In the text, these are
eferred to as LUTj

w.
14):

J. Imaging Sci. Technol. 50�1�/Jan.-Feb. 2006
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M�
−1

= �RXC RYC RZC

GXC GYC GZC

BXC BYC BZC
� . �14�

Due to the well known nature of matrix inverses, the
ultiplication of Eq. (7) by the inverse of Eq. (8) [as rewrit-

en in Eq. (13)] results in the following:

M�
−1

M� = �RXC RYC RZC

GXC GYC GZC

BXC BYC BZC
��XR

C XG
C XB

C XW
C

YR
C YG

C YB
C YW

C

ZR
C ZG

C ZB
C ZW

C �
= �1 0 0 �RXCXW

C + RYCYW
C + RZCZW

C �

0 1 0 �GXCXW
C + GYCYW

C + GZCZW
C �

0 0 1 �BXCXW
C + BYCYW

C + BZCZW
C �
� .

�15�

hen substituting Eq. (15) into Eq. (13), it is obvious that
heoretical R is dependent only on R� and W�. We have
lready demonstrated that those two are independent of G
nd B. Hence, RtheoÞW� is independent of G and B. The
ssumption holds.

NVERSE MODEL EVALUATION
he inverse model was verified in three steps. The data flow
nd measurement process are diagramed in Figs. 6(a) and
(b). In this figure, rectangles indicate provided, measured,
r calculated data. Arrows indicate processes, either model
alculations or projection and measurement. The double-
ined rectangles show the comparisons made to evaluate the
arious steps. The steps each ask questions of increasing
ifficulty and importance to the usefulness of the model.
he simplest question to ask is this: does the inverse model
ccurately invert the forward model? Shown at the top of
ig. 6(a), “F−1 case 1” is the comparison made to answer
his question. Here, initial predicted XYZ were the math-
matical output of the forward model. Therefore, it was
nown that this set of XYZ precisely corresponded to an

nput set of RGB. That is, not only were these XYZ in
amut, but they corresponded to specific RGB input coordi-
ates which the inverse model should predict from the XYZ

nput.
The second question is similar to the first, but the input

et of XYZ colors were randomly selected. These XYZ were
ushed through the inverse model to predict RGB. These
GB are further pushed through the forward model to pre-
ict XYZ, as shown in Fig. 6(b). For this step each color did
ot necessarily correspond to a specific RGB triplet. There-

ore, quantization error occurred in the rounding of the
GB values predicted by the inverse model. Quantization
ill potentially induce error in the forward model predic-

ion; the comparison indicated by “F−1 case 2” will show
his error in addition to the case 1 error.

The final and most rigorous question asked how well
he model performed in a real-world application. Labeled

−1
F case 3,” the same set of random XYZ values were again b

. Imaging Sci. Technol. 50�1�/Jan.-Feb. 2006
ushed through the inverse model; the resulting RGB values
ere projected; and the projected color was measured and

ompared to the random input XYZ values. In addition to
he errors quantified in cases 1 and 2, case 3 exposed errors
esulting from measurement and projector variability.

All three cases were evaluated using �E94
* . The white-

oint for the CIELAB calculations was the predicted white-
oint of the projector �R=G=B=255� for cases 1 and 2 and

he measured whitepoint for case 3. Histograms of the color
ifference results are shown in Figs. 9–11 with statistical
ummaries in Table I.

The results for case 1 are very good, with 90% of the
000 data points falling at or below 0.5 �E94

* . Given that this
ase was theoretical only, a performance this good should be
xpected if the inverse model were in fact an accurate inverse
f the forward model.

For both cases 2 and 3, the out of gamut colors have

Figure 9. Color difference results for inverse model, step 1.

Figure 10. Color difference results for inverse model, step 2.
een removed from the analysis. Data points were removed
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f their calculated RGB� [Eq. (12)] were outside the range
0,1]. Case 2 results are nearly as good as case 1, with 90% of
he data falling at or below 0.75 �E94

* . This case is also
heoretical, and these results are not unexpected. The addi-
ional error over case 1 is mostly cause by the quantization
iscussed earlier. Case 3 results show greater color difference;

o capture 90% of the data one needs to include color dif-
erences up to �E94

* of 2.25. Still, this is a very respectable
erformance for an end-to-end color managed system.

ISCUSSION
four-primary projector treated as a three-color device but

hich internally converts RGBs to RGBWs introduces com-
lexity in characterization and inversion for use in color
anagement. The research described here has evaluated

our-color DLP projectors and built a model that captures
he color characteristics. Inversion of this model required
xtra lookup tables and steps not usually encountered in
valuating displays. The results show that for many color
pplications the model offers sufficient accuracy.

Although the projectors have been treated as black
oxes for the purposes of this research, earlier disclosures by
exas Instruments indicate that the model described here is
ot an exact replication of the actual algorithms used within

he device to convert from RGBÞRGBW. This has not
ampered the accuracy of predictions. This is because of the
ast amount of swapping that can take place between white
nd RGB. At a certain point in the calculations, the wrong
mount of RGB vs W is likely derived. But this interim step
oes not impact the quality of the colorimetric estimations
r, conversely, the choice of RGB digits to match requested
olorimetry.

The model assumes that the amount of white projected
s only a factor of the minimum RGB value. Given this as-

Figure 11. Color difference results for inverse model, step 3.
4

umption, an inverse model was demonstrated. A recipe for
uilding the inverse model was given.

ONCLUSION
working forward and inverse color management models

ave been presented for four-primary data projectors based
n DLP technology. The inversion of a previously reported

orward model has been shown to work well. The inverse
odel demonstrates that complete color control can be ac-

omplished accurately enough for many applications. The
nverse model is not difficult to derive, and requires no ad-
itional measurements over the forward model.
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Table I. Colorimetric testing results.

Test Mean �E94
* Max �E94

*

Forward model 1.6 3.7

Inverse case 1 0.3 3.8

Inverse case 2 0.5 3.9

Inverse case 3 1.6 3.7

Forward model �2 / 04� 1.0 3.7

orward model �InFocus LP650� 0.5 4.2
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