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also limited. Therefore, red eye artifacts continue to be
a significant problem in amateur photography.

With the advent of digital imaging technology, new
possibilities arise for solving this problem, using digi-
tal image processing. Several commercial imaging soft-
ware packages have offered the function of red eye
removal in different forms and with different degrees
of success.1a Outside of the patent literature, however,
there is not much published on this subject. Prior to
this author’s work,1 only two conference presentations
have been found,2 one of which2a seems not to appear in
the printed conference proceedings.

Possibly the first published image processing algo-
rithm for red eye removal was proposed by Dobbs and
Goodwin3 of Eastman Kodak Company. In their algo-
rithm, the user first has to zoom in on the picture and
select the pixel that “best represents” the red eye arti-
fact to be corrected. Then, neighboring pixels are modi-
fied to remove the red hue if they fall within a
“discriminator” ellipse defined in the chrominance plane
of the YIQ color space. The correction is weighed ac-
cording to a function of the distance from the edge of
the ellipse, so as to avoid sharp unwanted edges around
the correction area. The size of the discriminator ellipse,
as well as the target color for the correction, must be
specified interactively by the user, if the default values
do not give a satisfying result.

Later, Benati and co-workers4,5 of the same company
propose a new method, in which the level of user
interactivity is reduced. Within a region of interest in
the image defined by the user, a thresholding operation
is first done in the HLS color space, in order to identify
candidate pixels for correction. Then, the candidate pix-
els are grouped into one or more spatially contiguous
groups. The group containing the red eye is then sought
identified by a process where first all the pixels in the
groups are given “scores” based on their color as well as
on the shape of the group they belong to, then a region
growth algorithm is applied to each group to improve
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Introduction
Red eye artifacts are a well-known problem in photog-
raphy. Otherwise good flash photographs are often un-
acceptable because of a glowing red color that appears
in the eyes of people photographed with flash lamps.
This is particularly the case with photographs of babies
and children. Red eye artifacts are caused by light en-
tering the subject’s eye through the pupil and reflect-
ing from the retina. The light is usually coming from
the flash used when taking the photograph. The reflec-
tion is red because the retina absorbs all colors of the
visible spectrum except red, see Fig. 1.

Several techniques can be used to reduce this prob-
lem at the time the photograph is taken. By increasing
the level of light in the room, or by having the subject
look at a bright light just before the picture is taken,
the subject’s pupils will contract, and the reflective sur-
face causing the red eye will be reduced. The same ef-
fect is also achieved by using one or several “pre-flashes”
immediately before the picture is taken. These solutions,
however, are not satisfactory because red eye artifacts,
although usually less pronounced, typically remain. Fur-
thermore, pictures taken with multiple pre-flashes con-
sume more power than those taken with a single flash
and require more time to take a picture.

Another, more effective solution is to increase the dis-
tance between the lens and the flash, see Fig. 2. How-
ever, because of the consumer market request for more
compact cameras, the applicability of this solution is
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their shapes, and finally, a second similar score is cal-
culated. The group with the highest score is assumed to
contain the red eye, which is then corrected roughly by
removing the chromaticity and darkening the luminance
using the YCC color space.

More recently, Patti and co-workers2b,6 of Hewlett-
Packard Company propose a three-step algorithm to cor-
rect red eye artifacts. First, a binary mask is created
using a segmentation algorithm, then the pupil is lo-
cated in the mask based on a circularity criterion, and
finally the color of the eye is changed. The mask cre-
ation step uses an adaptive thresholding algorithm ap-
plied to the Cr component in a modified YCrCb color
space, followed by a morphological filtering operation
applied to “clean up” the mask. The pupil location step
applies an exhaustive search block-matching estimation
scheme to the mask, in order to locate the pupil. Note
that a square pupil model was preferred over a round
one, in order to speed up calculations. The last step of
their method first refines the shape of the mask to bet-
ter match the actual red eye artifact. The refining is
done by using a region growing approach, in which the
mask region is expanded into a given neighboring pixel
if both its red value and its red-green difference value
do not change too much compared to the median value
of the same quantity over the mask area. Finally, the
pixels belonging to the mask is corrected by replacing
them with a gray value of 0.8 times their original value.

In this paper, we present our approach to this prob-
lem in the context of developing a function of a consumer
imaging software application.7 By applying an innova-
tive combination of color image processing algorithms,
we wish to touch-up such photographs by replacing the
unwanted red colors by dark neutral hues, in a manner
that is simple to the user, and that results in an image
that looks natural. First, in the following section, we
present our general methodology, including several as-
pects of the design process, such as the choice of a user
interaction model. In the subsequent section we propose

a color image processing algorithm to remove the red
eye artifact. Then we report and discuss our experimen-
tal results, and finally, we provide some conclusions and
ideas for future work on this subject.

General Methodology
In this section we first discuss the characteristic fea-
tures of a red eye artifact, i.e., what it looks like, fol-
lowed by a discussion of its desired appearance, i.e., how
we would want it to look. Then we examine the ques-
tion of how the user should interact with the software
in order to touch up images, and finally we discuss some
considerations related to color space.

Characteristic Features
The actual shape and color of a red eye artifact vary

considerably from image to image. The pupil may ap-
pear in different shades of red, depending on factors such
as flash power, exposure time, camera sensitivities, and
if conventional analog photography is used, film and
paper type, photographic development process, and fi-
nally the digital scanning process including any digital
color correction.

The shape of the red pupil is usually almost circular,
but also here many variations are found, depending on
factors such as image resolution, eye and eyebrow posi-
tion, focus, and imaging geometry.

Another important characteristic feature is the bright
specular highlight, the so-called “catch light” which oc-
curs as the flashlight is reflected at the surface of the
eye. See Color Plate 5 (p. 380) for a few examples of
details of photographs with red eye artifacts.

Desired Appearance
In order to develop efficient algorithms to correct the

red eye artifact, it is important to specify the desired
appearance of the corrected image. We mention here
some key features.

Figure 1. The “Red Eye” effect is caused by incident light, typically from a flash, being reflected from the retina back to the
camera.

Figure 2. Illustration of two traditional techniques used to reduce the red eye effect: Increasing the distance between the lens
and the flash, and reducing the size of the pupil, typically by issuing one or several “pre-flashes”.
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The corrected pupil should be essentially black. A com-
mon misconception is that the target color depends on
the eye (iris) color of the person; this is obviously not
the case.

If there is a specular highlight in the eye, a catch light,
it is very important not to remove or significantly alter
it. Catch lights represent an essential part of a good
portrait, because they give the eyes a life-like quality
and project the subject’s expression and personality.8

A general goal is that the corrected image should look
completely natural. One particular challenge to achiev-
ing this is to avoid visible boundaries between the cor-
rected and uncorrected areas of the image.

Another important design goal is that details of the
image which are not red eye artifacts should not be modi-
fied. If this should occur, it could have dramatic nega-
tive implications on the image quality.

User Interface Model
We have identified four different possible user inter-

face models:
1. Manual selection of the red pupil area, typically using

tools such as “magic wand”, “lasso”, or “ellipse.” This
model is used e.g., in Corel Corporation’s CorelScan™
and in Microfrontier’s Digital Darkroom™.

2. Sweeping/brushing red areas to neutralize red hues.
This model is used in Photodex’s CompuPic™.

3. Selecting a Region of Interest (ROI) rectangle around
the red eye(s). This approach is used by Adobe
PhotoDeluxe™.

4. Completely automatic. If there are red eyes in the
photo, they will be automatically corrected. We have
not found any existing software using this model.

Although the fourth model would be extremely desir-
able from a user standpoint (if guaranteed never to fail),
we have chosen model #3. The ROI model represents a
reasonable tradeoff between algorithm complexity and
level of user interaction.

Color Space Considerations
As we describe in the following sections, important

parts of the proposed image processing algorithm are
performed using the CIELAB color space.9 The main ra-
tionale for using this color space is its convenient abil-
ity to quantify color in terms of its perceptual attributes
(lightness, chroma, and hue), along with its pseudo-uni-
formity. Other color spaces, such as YIQ, HLS, and YCC,
used for red eye removal by other authors,2b,3– are also
claimed to have the ability to separate lightness infor-
mation from chroma/hue information, but their success
in doing so is much lower than that of CIELAB. Thus,
concurring with several other researchers,10–14 we have
found the use of CIELAB to be advantageous for image
processing applications.

For the understanding of this article, basic familiar-
ity with the CIELAB color space should be sufficient, in
particular that a color is quantified by three values; the
lightness by L* and the chromaticity by a* and b*. More
information about this color space can be found in stan-
dard references on color and imaging, e.g., Giorgianni
and Madden15 or Hunt.16

However, it should be noted that it is not common that
the colors of an image are quantified using this device-
independent color space. More typically the colors are
quantified in an uncalibrated device-dependent RGB
color space, and an exact formula for the colorspace con-
version to CIELAB does not exist. Our approach to this
problem is to assume that the images are quantified in

a standardized RGB space, namely the sRGB color
space,17 and to use known formulae18 to convert between
sRGB and CIELAB. More and more imaging devices and
systems use the sRGB color space for unambiguous com-
munication of color images,19 therefore this assumption
makes sense. In a “color-managed” imaging environment
compliant with the ICC standard,20 a device profile as-
sociated with the image will describe the colorspace con-
version to CIELAB.

Proposed Color Image Processing Algorithm
At this point we suppose that the user has selected a Re-
gion of Interest (ROI), that is, a rectangle that contains
the red eye artifact to be corrected. Our problem is then
to get from this image down to the actual pixels that
should be modified, and to decide how these pixels should
be modified. Because of the variations of color, size, and
shape of the red eye artifact, this is not a trivial task.

The main idea of our approach is to use a fuzzy mask.
The mask serves to identify precisely the pixels in the
ROI needing correction, and further to identify the
amount of correction needed in these pixels.

Our proposed color image processing algorithm
method can be broken down into four steps. First, an
initial mask is computed over the ROI. Then, this mask
is binarized by a thresholding operation. In the third
step, the mask is adjusted to fit more closely the actual
location of the red eye, by a combination of several im-
age processing techniques. The last step is to apply the
actual correction to the areas of the ROI where the mask
value is nonzero. These four steps are described in more
detail in the following subsections.

Initial Mask Computation
The first step of our algorithm is to compute a “red-

ness mask” over the ROI, as illustrated by Color Plate
1 (p. 380).

For each pixel of the ROI a color difference between
the actual pixel color i(i,j) and a predefined “typical red
eye color” iTypicalRedEye is calculated. By analyzing a sig-
nificant number of images containing red eye artifacts,
the value of iTypicalRedEye has been set to (R, G, B) = (150,
50, 50). This distance is then normalized such that the
mask value m(i,j) is white where the color is most likely
to be a red eye, black where this is least likely, and dif-
ferent shades of gray in between. This computation can
be expressed as follows:

  x i j d i j Typical Eye( , ) ( ( , ), )= i i Red (1)
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where d() is a function quantifying the color difference
between two pixels. We have evaluated several possibili-
ties for this color difference calculation, including simple
Euclidean distance in RGB color space, and CIE ∆Eab.9

The formula that turned out to give the best results was
the chromaticity difference in CIELAB space, that is,
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As shown above, the difference in luminance L* of
the pixel in question and that of the reference color
are not factored into the color difference equation. Fac-
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toring out the luminance appears to have some advan-
tage over calculating the three-dimensional Euclidean
distance between the reference color and the color im-
age points, because the luminance of a red eye artifact
typically varies depending on the proximity and inten-
sity of the flash.

Mask Binarization
In the second step, the mask is binarized by a

thresholding operation, as shown in Color Plate  2 (p.
380). This segments the mask in background (black) and
object (white), the goal being that the object is the red eye.

The important question in this step is how to deter-
mine the threshold level. Several automatic thresholding
methods have been evaluated, such as the Mean value,
Histogram peaks, Iterative selection, Pun, and Fuzzy
methods, described by Parker.21 These methods were not
found to yield satisfactory results. Therefore we chose to
use static thresholding, with a threshold level empiri-
cally set to 175 (assuming that the mask values have been
normalized to values between 0 and 255).

Mask Adjustment and Fuzzification
Typically, at this point, the mask does not correctly

identify the location of the red eye. The third step of
our algorithm is therefore a very important one, in
which the binary mask is adjusted to fit more closely
the actual location of the red eye as shown in Color
Plate 3 (p. 380). A combination of several image pro-
cessing techniques are used, as described in the fol-
lowing paragraphs.

The morphological operations of opening and closing
are first applied to the binary mask. The opening op-
eration smoothes the contours of the mask, breaks nar-
row isthmuses, and eliminates thin protrusions. The
closing operation smoothes sections and contours, fuses
narrow breaks in long thin gulfs, eliminates small holes,
and fills gaps in contours. In practice an opening with a
structuring element of size 1/30th of the width of the
ROI is performed, followed by a closing with a structur-
ing element of size 1/10th of the ROI width.

A blob analysis technique is used to group the pixels
of the mask into 8-connected components. After a com-
plete set of blobs or connected components have been
detected, the particular blob corresponding to the arti-
fact is selected, and the remainder eliminated from the
mask. Typically, a pattern recognition routine is used
to choose the blob that has the highest probability of
representing a red eye artifact, based on its size and
shape. In our experience, the simple approach of select-
ing the blob having the width-to-height aspect ratio
nearest to 1, and having a size at least 1/20th of the
size of the ROI, has worked well.

Next, some degree of circularity may be imposed on
the mask, for example by replacing the selected blob
with a circular blob having a center corresponding to
the center of the blob and a diameter equal to the greater
of the blob’s height and width.

Finally the mask is smoothed, or “fuzzified,” to achieve
a “softer” correction that appears to be more natural.
Prior to the smoothing operation, the mask pixels are
limited to two values, corresponding to black and white.
The smoothing introduces intermediate gray levels back
into the mask, so that the edges of the blob correspond-
ing to the red eye artifact have varying shades of gray
(8 bit representation). The gray levels moderate the ex-
tent to which various color characteristics of correspond-
ing pixels in the original image are modified to correct
the red eye artifact. We use a 2D averaging convolution

filter with a kernel size of whichever is greater of 3 pix-
els and one fifth of the estimated pupil diameter. This
process is shown in Color Plate 4 (p. 380).

Image Correction
The last step of our algorithm is to apply the actual

correction to the areas of the ROI where the mask value
is nonzero, as illustrated by Color Plate 5 (p. 380).

The first step of this correction is to identify the tar-
get color for the corrected red eye using the CIELAB
color space as follows. The chrominance components a*
and b* determining the hue and saturation are set to
zero, that is, shades of gray. The lightness component
L* is then determined by “stretching” out the lightness
of the original image such that its minimum value within
the mask area becomes black (or almost black) and its
maximum value remains constant. This calculation can
be represented by Eq. (4).
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Finally, the new color for each pixel is determined as
a combination of the original color and the target color,
by weighting with the fuzzy mask values. Denoting the
target CIELAB values of Eq. (4) as t(i,j), the correction
is represented by the following equation:

  i t i( , ) ( , ) ( , ) ( , )( ( , )).i j i j m i j i j m i j← + −1 (5)

Note that the calculation of Eq. (5) is carried out
in CIELAB space, therefore, to complete the correc-
tion, the pixels need to be converted back to an RGB
representation.

Experimental Results and Discussion
We have applied the proposed algorithm to a series of
images containing red eyes, some of which are shown in
Color Plate 6 (p. 381). In order to benchmark the per-
formance, we also applied the red eye removal function
of Adobe PhotoDeluxe™ 1.0 Business Edition to the
same images.

Our proposed algorithm was found to give visually
good results. It is judged to be very competitive in terms
of the resulting image quality. Examining the results
of Color Plate 6  (p. 381) more closely, we make the
following observations.
• In several cases, PhotoDeluxe identifies two red eyes,

even if there is only one. Although this clearly re-
sults in very objectionable results with PhotoDeluxe
for these cases, it should be noted that this is rather
attributable to a difference in the user interface
model, than to a different performances of the image
processing algorithms.

• Our method gives generally less edge artifacts around
the corrected area, resulting in more natural appear-
ance of the corrected images.

• Both algorithms fail on some images.
• For images of very low spatial resolution, our method

generally outperforms PhotoDeluxe.

To further optimize the results, some fine tuning of
the different parameters of the algorithm could be done.
It would also be conceivable to replace one or several
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of the image processing steps with alternative algo-
rithms of better performance, in order to increase the
quality of the result, and/or to increase the processing
speed.1b

Conclusions and Perspectives
A solution to the problem of removing “red eyes” from
digital photographs was proposed. An innovative com-
bination of image processing algorithms permits a ro-
bust determination of which pixels need to be modified,
and how to modify them. The idea of using the CIELAB
color space to specify the corrections enables to ensure
that the specular reflection of the flash, which is often
a very important feature of the image, remains at the
same level of intensity in the corrected image, while the
unwanted reddish hues are removed.

With only minor modifications, the proposed method
could be used for correction of similar retinal-reflec-
tion artifacts found in pictures of various animals. Dif-
ferent pupil shapes and different artifact colors would
have to be considered.

To go one step further in automating this process, it
would be very interesting to combine the described
method with known techniques of automatic face de-
tection in digital images, such as for example those pro-
posed in Refs. 22–25. This combination would result
in a completely automatic removal of red eye artifacts,
and could be of great potential, especially in the quickly
growing market of digital photography. It would be con-
ceivable to implement such algorithms embedded on
the camera controller chip, in the software supporting
online digital photofinishing services, and in digital
mini-laboratories.   
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Color Plate 5. STEP 4— Image correction. The values of the
fuzzy mask weights the amount of applied correction, thereby
achieving a soft edge between corrected and non-corrected
pixels. The red-eye artifact is removed, giving the eye a natu-
ral appearance. (Hardeberg, pp. 375–379)

Color Plate 1. Example of the Red Eye Removal user interface used in Conexant/ViewAhead’s Photo Cnetersoftware applica-
tion.3 Ffirst, the Red Eye Removal function is chosen form the TouchUp menu, then the ROI is selected. A new window pops up
showing a preview of the correction, and allowing for some parameter modification, in order to achieve the desired results.
(Hardeberg, pp. 375–379)

Color Plate 2. STEP 1 – Initial mask computation. The white
and light gray areas identify areas that are likely to belong to
a red-eye artifact, as judged by their color.  (Hardeberg, pp.
375–379)

Color Plate 3. STEP 2 – Mask binarization. By a thresholding
operation, the grayscale mask is reduced to a binary mask in
which the color white represents areas being candidates for
containing red-eye artifacts. (Hardeberg, pp. 375–379)

Color Plate 4. STEP 3 – Mask adjustment and fuzzification.
Unwanted elements of the mask is removed by applying mor-
phological operations and blob analysis techniques, some de-
gree of circularity is imposed, and smoothing is applied.
(Hardeberg, pp. 375–379)
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Color Plate 6. Experimental results of the proposed Red Eye Removal algorithm, compared to those obtained using Adobe PhotoDeluxe.
(Hardeberg, pp. 375–379)


