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The purpose of this tutorial review is to illustrate the use of time-
resolved dielectric loss (TRDL) and analysis of TRDL data on
photoconductive materials for electrophotographic applications,
as well as on photocatalytic imaging processes. Systems studied
in our laboratories include particulate CdS for Canongraphic
imaging and CdS powder dispersed in a xylene solution of phe-
nylhydrazine, as a model for a photorecptor with separated charge
generation and charge transport function. A study on prototypi-
cal molecular charge generation media is also reviewed, as is re-
cent work on the characterization of TiO2, a prototypical
photocatalyst of demonstrated imaging utility.
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Introduction
The theory and instrumentation of dielectric loss measure-
ment and time-resolved microwave photoconductivity have
been described elsewhere.1,2 These techniques provide in-
formation on the concentration and mobility of charge car-
riers in photoresponsive solids. Relaxation processes of
interest in the characterization of photoconductive and
photocatalytic materials, e.g., receptors for electrophotog-
raphy, usually occur in the microsecond to millisecond re-
gime, hence it is necessary to probe them using microwave
frequencies, that allows nanosecond resolution.3,4 Under
these conditions the two methods become, essentially, one
and the same. We accordingly use the term time-resolved
dielectric loss (TRDL). Theory and interpretation of TRDL
measurements in the microwave frequency domain have
been described by Warman,5 with reference to ionic relax-
ation following pulse radiolysis, and by Deri and
Spoonhower,4 within the specific context of silver halide
science.
Principles of Microwave Absorption Technique Applied to AgX Micr
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One of the substrates whose photophysics was studied
earliest using TRDL was single crystal CdS.6–8 Initially,
however, steady-state microwave photoconductivity tended
to be employed for determining electrophotographic char-
acteristics of II-VI materials in pigment form.9,10 In this
technique, a pulsed light source is used, with lock-in de-
tection of variations in the power density in the micro-
wave cavity containing the sample. These studies on CdS
became the models for subsequent work characterizing
other bulk and particulate materials.

Photocatalytic semiconductors are of interest both for
their direct utility in several nonconventional imaging pro-
cesses11–13 and also as models for less directly probed sil-
ver halide systems.14,15 In many cases their behavior in an
aqueous environment is of specific interest. This compli-
cates the use of TRDL owing to the high microwave ab-
sorptivity of water. Various strategies have been employed
to obviate this difficulty, including special cell design for
use with semiconductor electrodes16 and use of a thin-film
flow cell for probing colloidal dispersions.17 More recently,
aqueous media have been studied with superior signal-to-
noise ratio, but limited temporal resolution, using radio
frequency TRDL.18

Growing interest in nanoparticulate materials for im-
aging and electronics applications as well as photocataly-
sis18 encourages extension of TRDL to materials in this
size range. Its application is not stratighforward, however,
owing to the issue of sample depolarization, i.e., limita-
tion of the microwave energy loss, ∆P∝Ed (where ω is the
microwave frequency, E is the electric field strength, and
d is the charge carrier displacement distance) owing to
particle size limitation of d. Thus

d = µE/ω, (1)

where µ is the Hall mobility for the majority carriers, e.g.,
500 cm2/V-s for electrons in CdS. Typically E in microwave
cavities is of the order of a few V/cm, and ω is 10 to 40 GHz
from commercially available microwave sources. These val-
ues for the experimental parameters yield d ≤ 25 Å, which
represents the lower limit on the particle size of the photo-
conductive material that can be probed by TRDL. When ra-
dio-frequency TRDL is used, however, ω may be ~ 160 MHz,18

so that d = 0.15 µm. The radio-frequency approach is thus
suspect for application to nanoparticulate materials.

The focus of this review is to illustrate the analysis of
TRDL data on particulate photoconductive materials for
ocrystals Vol. 41, No. 2, March/April 1997     127



b
t
t

w

t
d
0

t
i
l

electrophotographic applications and for photocatalytic
imaging, drawing on examples from our own work and
the literature.

Experimental
In examples from our own work carried out in the Infor-

mation, Imaging and Electronics Sector Laboratories of
3M, microwave energy loss was measured with a commer-
cial Micro-Now model 815R microwave spectrometer. This
instrument utilizes an X band, rectangular cavity, operat-
ing in the TE103 mode. Microwave field frequency is tun-
able in the range of 9 ± 2 GHz to allow a temporal resolution
of ~ 100 ns.4 A Gen-Rad Strobotac® xenon flash lamp with
pulse width of ~ 2 µs was normally used for flash irradia-
tion of the samples. This source operated at ~ 10 Hz to
allow for collection and computer averaging of multiple
transients, displayed on a 100-MHz storage oscilloscope.
For variable temperature studies, samples were probed
in a jacketed quartz cell and thermostatted in a dry he-
lium stream, which had been heat exchanged with a bath
at the appropriate temperature. Other specific experimen-
tal details are provided in the references cited.

Case Histories.
CdS powders. Xerographic discharge characteristics of

II-VI powder-insulating binder composite photoconductors
tend to be dominated by the electrical properties of inter-
particle contacts in the mixture.19 Spatially discontinuous
discharge rates may thus contribute significant levels of
noise to the images captured in this manner. On the other
hand, pigment-binder composite layers have proven very
useful in photoconductor–insulator constructions, e.g., in
the Canongraphic engines20 or in electroradiographic
schemes21 where the shot noise is intrinsically coarser.

The equivalent circuit21b of a Canongraphic detector
is shown in Fig. 1. This image sensor comprises a bi-
layer photoconductor–insulator construction, whose
photoresponse may be either capacitive or conductive,
i.e., either C1 or R in Fig. 1 may vary on exposure of the
device to light. The photoconductor is typically a compos-
ite of a particulate photoconductor dispersed in an insu-
lating polymer binder. Sensitivity of the device depends
on the voltage change, ∆V = V0 – V∞, where V0 is the volt-
age applied across the device in the dark, and V∞ is the
voltage drop across the insulator, i.e., the component of
the originally applied voltage remaining after discharge
of the composite photoconductor. It thus corresponds to
the voltage drop across the leaky capacitor, C1, correspond-
ing to the composite photoconductor in the dark.

A variety of CdS powders for a Canongraphic application
were screened by the TRDL method.22,23 A typical TRDL
response is shown in Fig. 2. It exhibits four features:

Figure 1. Equivalent circuit diagram of a typical Canongraphic
detector (after Ref. 21b). See text for a detailed description of the
Canongraphic process.
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1. ∆Pmax, the maximum microwave power loss, obtained
immediately at the end of the light pulse;

2. τ1, the exponential decay lifetime of the power loss
signal;

3. ∆Pmin, the “overshoot” of the baseline corresponding
to a physical situation in which the initially relaxed
sample contains a lower concentration of mobile
charge carriers than at equilibrium.6

4. τ2, the lifetime for return to the equilibrium power
density.

We will examine the interpretation of each of these fea-
tures, in turn.

The maximum power loss, ∆Pmax, reflects both the num-
er of carriers produced, as well as their mobility. Given
hat the Hall mobility is a more or less constant charac-
eristic of the material, variation of ∆Pmax with sample

preparation, exposure conditions, etc., should reflect the
relative efficiency of free-electron generation in the con-
duction band of the CdS sample. The temperature depen-
dence of ∆Pmax obtained under conditions of irradiation with
light filtered to pass only wavelengths beyond the band
edge (530 nm) for a representative Cu-doped CdS sample
is shown as an Arrhenius plot in Fig. 3. We estimated an
activation energy, ∆Ea

obs of 0.175 eV. It can be shown22␣ that

∆Ea
obs = ∆Ea

n – ∆Ea (τ1), (2)

here ∆Ea
n is the activation energy for free-electron gen-

eration and ∆Ea(τ1) is the activation energy associated with
he signal decay process, as described by τ1. We found, as
iscussed later, that ∆Ea(τ1) = –0.035 eV, so that ∆Ea

n =
.22 eV.
Free-carrier generation in the CdS photoconductor is

hus thermally activated. We assigned this activation to
ntermediacy of a subconduction band donor level,
ater23␣ shown to be a sulfide ion vacancy state.24 From the

point of view of technological development, it was impor-
tant to understand that this activation barrier is not as-
sociated with, e.g., interparticle contacts in the composite
photoconductor but was a characteristic of the II-VI ma-
terial itself.

Figure 2. Representative TRDL oscillograph (idealized) for CdS
powder (after Ref. 22).
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We turn now to the interpretation of the power loss de-
cay kinetics. Essentially equivalent, general reaction
schemes for the trapping and recombination of
photogenerated charge carriers in doped II-VI materials
have been proposed by Collier and coworkers8 and by
Düssel and Boer.25 A steady-state analysis of a kinetic treat-
ment of these models22,23 shows that

1/τ1 = k3K[Cu(I)] (3)

where K is the equilibrium constant for the Coulombic
binding of photoholes to the Cu(I) centers, substitutional
for Cd(II), and k3 is the pseudo-first-order rate constant
for the chemical reaction

Cu(I)• p → Cu(II), (4)

where Cu(I) • p designates the holes electrostatically bound
to the Cu(I) center. It follows that

n0 ∝ 1/k3K[Cu(I)] (5)

where n0 is the concentration of free photoelectrons at t =
0, i.e., ∆Pmax, whereby Eq. 2 is obtained. The prediction of
Eq. 3 has been verified by Collier.8

The message in this analysis is that even though, to a
first approximation, only free photoelectron dynamics are
probed in the TRDL experiment, what we actually mea-
sured was the rate of a hole-trapping process, i.e., the rate-
limiting step in recombination was the rate at which
oxidation of Cu(I) centers to Cu(II) sets the traps respon-
sible for recombination.

The Arrhenius analysis of τ1, shown in Fig. 4, leads to a
negative activation energy, ∆Ea(τ1) = –0.035 eV, where from
Eq. 3

∆Ea(τ1) = ∆Ea(k3) + ∆H(K), (6)

Figure 3. Arrhenius plot of TRDL signal, ∆Pmax, for Cu-doped
CdS (data from Ref. 22; circles correspond to green light expo-
sure and triangles correspond to red light exposure).
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where ∆H(K) is the enthalpy associated with the Coulom-
bic binding of the hole to the Cu(I) center. If binding is ex-
ergonic, ∆H(K) < 0; for |∆H(K)| > ∆Ea(k3), then ∆Ea(τ1) < 0.
These considerations reveal that hole trapping at the Cu(I)
centers occurs on a double minimum potential energy sur-
face, as shown in Fig. 5. A similar double minimum poten-
tial surface has been demonstrated in photoluminescence
studies for hole trapping at Ag(I) centers in the common
green-emitting phosphor Zn(Cd)S:Ag.26

We determined by control experiments that the “over-
shoot” designated ∆Pmin in Fig. 2 was not an electronic ar-
tifact, but another characteristic of the materials. We
accordingly found that a parameter

α = – (∆Pmax/∆Pmin) (7)

correlated with ∆V for Canongraphic response (Fig. 6). We
can then identify the process characterized by τ2 with ther-
malization of deep-trapped electrons, which restores the
dark equilibrium concentration of conduction band elec-
trons. Accordingly, ∆Pmin is a measure of the density of states
of deep traps near the Fermi level of n-type CdS. Existence
of a large density of such states can confer metal-like
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Figure 4. As Fig. 3, for τ1 (data from Ref. 22).

Figure 5. Double minimum potential energy surface for hole trap-
ping at Cu(I) center in Cu-doped CdS (after Ref. 22).
ctive & Photocatalytic   Vol. 41, No. 2, March/April 1997     129



properties on the semiconductive solid.27 Accordingly, in-
creasing |∆Pmin|, i.e., decreasing α, reflects decreasing ca-
pacitance, C2 , and, perhaps, increasing leakiness (1/R) as
well (cf. Fig. 1).

Interfacial Electron Transfer. The low mobilities of
the charge carriers in organic photoconductors in which
field-dependent hopping conductivity usually predomi-
nates28 effectively preclude the use of TRDL to study their
photophysics. Practical electrophotography with organic
photoconductors generally employs two component pho-
toreceptors: a charge-generating phase is present as a
separate layer adjacent to the organic charge transport
layer,29 or the charge-generating material is present in the
form of a particulate dispersion within the charge trans-
port phase.29,30 The charge transport phase itself is usu-
ally a molecularly doped polymer, i.e., solid solution, and
the charge-generating phase may be either organic or in-
organic. Surprisingly, the physics of charge generation
appears to exhibit little dependence on the chemical com-
position of the charge-generating material.29b

Modeling of the charge generation process requires the
electron–hole ambipolar separation distance, r, at the be-
ginning of diffusion as a fitting parameter.29b,c Our studies
of a model system were therefore undertaken to demon-
strate the ability of the TRDL technique to provide a solu-
tion to this problem. Since photoconductor choice is not
critical, we used an undoped, electronic grade CdS,31,32

which exhibits only binary recombination in the absence
of surface treatment, ZnO,31 and Zn(Cd)S, which required
surface metallization with Pd in order for interfacial charge
transfer processes to become observable.33 Such deposi-

Figure 6. Use of α (Eq. 7) as a figure of merit for prediction of
Canongraphic performance (as ∆V) (after Ref. 22).
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TABLE I. Phenylhydrazines (Y-Phnhnh 2) Used to Mediate Sur-
face Recombination on II-VI Powders

Compound σ Ref.

Y = para-methoxy –0.78 36a
para-methyl –0.31 36a
H 0 35
para-chloro +0.11 36a
meta-methoxy +0.25 37
meta-chloro +0.47 37
meta-fluoro +0.52 37
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tion of catalytic metal microislands on the surface of a
semiconductor powder to facilitate interfacial electron
transfer is common practice in semiconductor electrode
technology34a and heterogeneous photocatalysis.34b,c As the
hole accepting species, i.e., the prototypical charge trans-
port agent, we chose a series of phenylhydrazines (Y-φ-
NHNH2, where Y is a substituent on the phenyl ring). A
list of the phenylhydrazines and their Hammett substitu-
ent coefficients (see below) is given in Table I.

The CdS powder was dispersed in xylene, rather than a
dielectric polymer, to facilitate the TRDL measurement,
and the phenylhydrazines were dissolved in the xylene at
~ 0.1 M. Thus a fluid solution of phenylhydrazine in xy-
lene was substituted for the solid solution of charge trans-
port agent in polymer typically used in electrophotographic
receptors. The concentration of phenylhydrazine employed
was too dilute for charge transport away from the CdS
particles to compete with surface recombination.

PhNHNH2 + p+ → PhNHNH2
•+ (8a)

PhNHNH2
•++ e- → PhNhNH2 (8b)

In this system we could vary the energetics of charge
transfer by variation of the phenylhydrazine ring substitu-
ent, Y, expressed in terms of the Hammett σ parameter.35

Although a variety of  parameters have been tabulated, in
this application we used the one usually designated (σ+)36

for para-substituents and (σI)37␣ for the meta-substituents
(see Table I).

In the presence of the phenylhydrazine, the decay of the
TRDL signal for all the photoconductors became singly
exponential, with lifetime τ1; in no case was overshoot, i.e.,
∆Pmin as in Fig. 2, observed. We interpret these results in
all cases in terms of interfacial recombination mediated
by adsorbed phenylhydrazine according to Eqs. 8a and 8b.
Thus τ1 is the reciprocal of the pseudo-first-order recombi-
nation rate constant. It is not clear, however, whether Eq.
8a or 8b is rate determining in such recombination.

Accordingly we plotted ln τ1 versus σ for recombination
on CdS at three temperatures and on Zn(Cd)S:Pd at room
temperature as in Fig. 7. From these plots, the reaction

sigma

ln
 (

ta
u–

1)

Figure 7. Hammett ρσ plot for recombination lifetime (as ln τ1)
in CdS (at various temperatures) and Zn(Cd)S:Pd with adsorbed
substituted phenylhydrazines (data from Refs. 31 and 32): lower
line, Zn(Cd)S at room temperature; upper three curves, CdS at
(top to bottom) 0°, 23°, and 45°.
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constants, ρ, were obtained as the negative of the slopes
of the least-squares fits to the experimental data. These
parameters are given in Table II. The usual interpreta-
tion of Hammett reaction constants35,36b suggests that the
sign of the ρ values is diagnostic for one-electron oxida-
tion of the phenylhydrazine to be rate determining, i.e.,
Eq. 8a. This may not, in fact, be the case.

The Hammett treatment is a special case of a linear free-
energy correlation, in which σ is a predictor of the free-
energy change, ∆G, of the reaction;35 thus

ρ ∝ (d∆G≠/d∆G), (9)

where ∆G≠ is the Gibbs free energy of activation of the rate
determining step. We expect the substituent parameter, σ,
to reflect the ionization potential of the phenylhydrazine.36b

According to Marcus electron transfer theory38 the value
of the derivative in Eq. 9 will be greater than zero for the
so-called Marcus normal regime, but negative in the
Marcus inverted regime. Hence the physical interpreta-
tion placed on the sign of ρ will also depend on whether
the process occurs energetically in the Marcus normal or
the Marcus inverted regime. This can be seen by differen-
tiation of the Marcus Eq. as usually written:

∆G≠ = (λ/4)(1 + ∆G/2 λ)2, (10)

so that

d∆G≠/d∆G = 1/2 + ∆G/λ (11)

where λ is the so-called reorganization energy. Thus

d∆G≠/d∆G = 0 for λ = –∆G,

d∆G≠/d∆G ≥ 0 for λ > –∆G, (12)

d∆G≠/d∆G ≤ 0 for λ < –∆G.

The reorganization energy is a free energy which can be
divided into enthalpic and entropic components, λh and λs,
respectively.39 If there exists a temperature, called the com-
pensation temperature, Tcomp, at which d∆G≠/d∆G = 0, then

–∆G =  λh – Tcompλs (13)

and

dλ/dT = –λs (14a)

d∆G/dT = λs (14b)

Extrapolation of the data of Table II for recombination
on CdS yields Tcomp = (80 ± 3)0, as shown in Fig. 8.

TABLE II. Hammett Analysis of Phenylhydrazine Medi-
ated Surface Recombination on Particulate Ii-Vi Semi-
conductors.

T (°C) ρ r a ln τ (ms, Y = H)

CdS:
0 –0.49 0.997 0.165

23 –0.39 0.992 -0.020
42 –0.22 0.969 b -0.127

Zn(Cd)S:Pd:
23 –1.17 0.997 -0.98

a Correlation coefficient.
b Excluding data points for meta-chloro- and meta-fluorophenylhydrazines

(most positive σ’s)
Time-Resolved Dielectric Loss for Characterization of Photoconduct
Differentiation of the Marcus Eq. with respect to T yields
in approximate form

d∆G≠/dT = (1/4)(dλ/dT) + (1/2)(d∆G/dT), (15)

which at T = Tcomp reduces (by insertion of Eqs. 14a and
14b) to

d∆G≠/dT = (1/4)λs. (16)

From the data of Table II with Tcomp = 80°, we estimated
λs = + 67 JK–1mol–1 for phenylhydrazine mediated surface
recombination on CdS. Thus λ is counter-proportional to
temperature and (∂∆G≠/∂λ) > 0. Since (again by differen-
tiation of Eq. 10).

(∂∆G≠/∂λ) = (1/4)[(λ2 –∆G2)/λ2], (17)

|∆G| < |λ|, which, given the boundary condition that
∆G = –λ at T = Tcomp and Eq. 15, which requires that for
d∆G≠/dT > 0 and dλ/dT < 0 that d∆G/dT > 0 (and also
dDG/dT > |dλ/dT|),

∆G > –λ , (18)

the reaction occurs in the Marcus normal regime and, in
accord with conventional wisdom, Eq. 8a must be rate de-
termining. The lesson from this exercise is that it is critical
to know whether an electron transfer process is occurring
energetically in the Marcus normal or the Marcus inverted
regime, before attaching physical significance to the sign or
magnitude of the slope of a linear free energy correlation.

Inequality 18 strongly suggests that Eq. 8a describes
merely the limiting step of a multiphonon transition40 by
which holes are trapped at the surface state formed by
adsorption of phenylhydrazine on the semiconductor. The
larger absolute value of ρ (Table II) for the Pd deposited
Zn(Cd)S implies a smaller absolute value of ∆G for this
case. This interpretation is consistent with the multistep
trapping model, with the Pd microislands providing more
closely spaced levels than available in the undoped CdS.

Figure 8. Temperature dependence of ρ values for phenylhydra-
zine-mediated CdS surface recombination estimated from plots
of Fig. 7.
ive & Photocatalytic   Vol. 41, No. 2, March/April 1997     131



From the point of view of interfacial charge transfer, i.e.,
practical electrophotography, it would be desirable for Eq.
8b to be rate limiting. Thereby hole transfer away from
the charge-generating particle could compete more effec-
tively with surface recombination.

We use Dogonadze’s expression41 for the nonadiabatic
electron transfer frequency,

ω = (kbT/h)κ exp(–∆H≠/kbT) exp(∆S≠/kb) (19)

with experimental estimates of the activation parameters31

and ω = τ–1, to evaluate the transmission coefficient, κ,
where42

κ = exp[–(r – r0)/a].  (20)

Using the usual values of 6 Å for the close-contact dis-
tance, r0, and a = 1 Å, we now reach our intended goal of
estimating the ambipolar electron–hole separation dis-
tance at the beginning of carrier drift, and estimate r = 20
Å for CdS. Physically this estimate corresponds to the
thickness of the interfacial layer, i.e., the depletion zone
in the photoconductive particle across which electron–hole
separation occurs.

Intramolecular Charge Separation. Molecular
charge-generating systems have been used with organic
photoconductors, particularly polyvinylcarbazole (PVK).
Smit and Warman43␣ have studied a series of such charge
generating compounds of the structure

I I*(ICT)

in organic solution using TRDL. From the point of view of
the development of the TRDL technique, this report is ex-
tremely important because it demonstrates the method’s
utility for probing phenomena at the molecular level. Ac-
cordingly these authors have been able to demonstrate for-
mation of both singlet and triplet radical pair
charge-transfer states (ICT), and measure the rate of for-
mation of the latter from the former, as well as the recom-
bination-limited lifetimes of both states. Intramolecular
charge separation occurs within 25 ps of photoexcitation
of I, with spin relaxation occurring on the timescale of ~
500 ns in nonpolar media.

In the unpaired spin state of I the charges are more
tightly bound, and the excited state is more susceptible to
deactivation by reaction with atmospheric oxygen, com-
pared to the spin-paired, charge transfer state. In the rep-
resentative charge transport material polyvinyl carbazole,
PVK,44 the limiting hole mobility, µ = 5 × 10–6 cm2 V–1 s–1, at
an electrostatic field strength, E = 106 V cm–1, establishes
a saturation drift velocity of ~ 5 cm s–1. The volume-aver-
age hopping radius, r, has been estimated45 from several
data sets as ~ 30 Å in PVK. The charge separation effi-
ciency, Φ, is accordingly

Φ = µE/(µE + rτ–1), (21)

about 0.89 using the spin relaxation lifetime for I for τ.
This estimate indicates that electrophotographic charge
generation in a system based on a molecular charge gen-
erating component, e.g., I, can be very efficient. Note that
compounds such as I, however, are only photoresponsive
132     Journal of Imaging Science and Technology
in the near-ultraviolet region, hence they are only useful
as models of practical charge-generating molecules.

Photocatalytic Imaging. Several imaging processes
are described in which image-wise irradiation of a
photoconductor leads to reduction of noble metal ions,
thereby forming nuclei for subsequent physical develop-
ment.13 Collectively we can term these processes photo-
catalytic imaging. When TiO2 is used as the photoconductor
it allows postexposure treatment with the metal ion in
solution, rather than requiring exposure in the presence
of the metal ion. Thus exposure of TiO2 appears to form a
latent image, the nature of which has not been character-
ized. A more recent report11b suggests that the silver ha-
lide component in thermally developable photomaterials
based on juxtaposed silver halide and silver carboxylate
phases acts similarly as a photocatalyst to reduce silver
ions from the silver carboxylate phase to form develop-
ment centers. In support of this view it can be pointed out
that photothermographic imaging is feasible with similar
media in which TiO2 is substituted for the silver halide.11a,12

Heterogeneous photocatalysis may also be of importance
to the imaging industry insofar as photocatalytic reduc-
tion of silver on TiO2 has been shown to be a viable route
to silver recovery from conventional photographic process-
ing effluents.46,47 Nanoparticulate TiO2 appears to be the
photocatalyst of choice for both photocatalytic imaging and
silver recovery applications. It exists in two crystallo-
graphic forms, anatase and rutile; anatase is usually pre-
ferred for imaging applications.

Chemical studies of the photocatalytic deposition of sil-
ver on TiO2 conducted using large particles of the photo-
catalyst, e.g., single crystals of photoconductive electrodes,48

led to an electrochemical model for the process. Fleischauer,
et al.48a assumed electron transfer from the conduction band
under flatband conditions to adsorbed silver ion, without
intervention of deep-trapped electron states. On the other
hand, laser flash spectroscopy49,50 of nanocrystalline TiO2

preparations has demonstrated that photoelectrons may be
trapped “immediately” on generation, but free photoholes
in some cases have a longer lifetime, leading to free hole–
trapped electron recombination. The deep-trapped photo-
electrons are identified with surface Ti(III) states.50

Quantum yield studies of silver deposition on a
nanoparticulate TiO2 preparation typically advocated for
silver recovery technology, actually a mixture of anatase
and rutile forms, have, however, specifically excluded such
recombination as a significant loss process.46

Photophysics of nanoparticulate TiO2 have been probed
by TRDL51,52 to resolve these seeming contradictions. Ad-
aptation of the technique to study of nanoparticulate ma-
terials immediately raises the issue of space charge
limitation of the TRDL response. Reference to Eq. 1 leads
to the conclusion that under conditions typical of TRDL
practice, particles as small as 25 Å may be probed. The
TRDL results of Martin and coworkers52 on an anatase
TiO2 preparation that is particularly active for photocata-
lytic deposition of silver53 demonstrated that a population
of mobile photoelectrons appears to persist for up to sev-
eral microseconds following flash exposure of a sol of the
particles. From temperature dependence of dPmax (as de-
scribed earlier in connection with studies on CdS) these
authors inferred that a trap of thermal depth ∆Et = 0.25
eV below the conduction band intervened in generation of
free electrons. Our own results53 on the same material in-
dicate that the trapping equilibrium is established within
5 ns. The traps may be identified with Ti(III) states ob-
served spectroscopically in similar materials.49,50

It is important to the interpretation of the results, how-
ever, to realize that application of the microwave field cre-
Sahyun



ates a nonequilibrium situation. The concentration of free
carriers, nf, relative to trapped photoelectrons, nt, under
conditions of the TRDL experiment can then be estimated
from the Poole–Frenkel model of field-induced
detrapping.54 Accordingly

nf /nt = exp[ –(∆Et – βE0.5)/kbT]. (22)

Using a typical value of 0.025 (V-cm)0.5␣ for β, the Poole–
Frenkel constant, the experimental value of Et, and, as
above, E = 10 V/cm, we obtain nf /nt = 0.0014 at room tem-
perature. Thus TRDL signals observed experimentally on
TiO2 nanoparticles must arise from only a very small frac-
tion of the charge carriers generated by photoexcitation;
yet, like the proverbial tip of the iceberg, they enable us
to monitor the dynamics of the whole carrier population.
Accordingly the results of Martin and coworkers52 actu-
ally measure the lifetime, as τ1, of the deep-trapped elec-
tron, i.e., Ti(III) states.

Taken together with the spectroscopic results, the TRDL
data also enable us to propose a mechanism for photocata-
lytic silver reduction by single electron transfer from Ti(III)
to Ag(I)

Ti(III) + Ag(I) → Ti(IV) + Ag°  (23)

The Ti(III) surface states thus represent the latent im-
age in photocatalytic imaging. Equation 23 is inconsistent
with the earlier electrochemical models,48 which assumed
reduction of silver ion by conduction band electrons. The
microsecond lifetime for the Ti(III) states also suggests
that efficient photocatalytic silver recovery can be prac-
ticed on effluents wherein the silver ion concentration is
as low as 10–4 M, consistent with the experimental results
of Herrmann and coworkers.46

Conclusions
The power of the TRDL technique to provide useful in-

formation on photoconducting materials for electrophoto-
graphic and photocatalytic applications has been
illustrated by the following examples:

1. A TRDL study of Cu-doped CdS powders22,23 illus-
trated the particular utility of temperature variation,
which allowed us to identify the (sulfide vacancy)
donor state intermediate in generating free conduc-
tion band photoelectrons, as well as postulate a double
minimum potential energy surface for hole trapping
at the Cu(I) centers. An analysis of the kinetics of
TRDL signal decay supported a model in which hole
trapping was rate determining for recombination.
Temperature-dependent TRDL also revealed a con-
tinuum of deep electron trapping states near the
Fermi level of CdS; the density of these states was
correlated with Canongraphic imaging performance.

2. As a model of a two-component photoreceptor, the sys-
tem undoped CdS dispersed in a xylene solution of
phenylhydrazine was studied by TRDL.31,32 The phe-
nylhydrazine provides a pathway for surface recom-
bination. Varying the substituent on the phenylhy-
drazine (and hence, its ionization potential) allowed
us to establish that the rate-limiting step in recom-
bination occurs in the Marcus normal energy regime,
and that photohole capture by the adsorbate is rate
determining. Determining the activation parameters
as well as the rate constant for surface recombina-
tion in this case allowed us to estimate the electro-
chemical transfer coefficient, hence the ambipolar
charge separation distance at the beginning of charge
carrier diffusion or drift.
Time-Resolved Dielectric Loss for Characterization of Photoconduc
3. We reviewed the work of Smit and Warman43 on model
molecular charge-generating species. It demonstrates
that TRDL is useful to probe charge separation oc-
curring over molecular distances and can lead to a
figure of merit for evaluating potential molecular
charge generating components for electrophoto-
graphic application.

4. Dichotomies in the mechanisms of photocatalytic imag-
ing and of photocatalytic silver recovery from solution,
both employing nanocrystalline TiO2 as the photoactive
species, were resolved, in part, by TRDL studies.51,52

These studies confirm that the latent image in photo-
catalytic imaging comprises Ti(III) surface states on
TiO2. The system TiO2-silver is of particular interest
as an example of how the sensitivity of TRDL mea-
surement to only a small fraction of the photogenerated
charge carriers enables the dynamics of the whole car-
rier population to be monitored.
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