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Introduction
Recently, the use of color image data has been growing fast
in the area of image processing.1–7 To express natural color
in conventional low-cost color devices, the color image should
be quantized for monitoring and dithered for printing.

A video monitor displays a color image by modulating
the intensity of three primary colors (red, green, and blue)
at each pixel of the color image. In a digitized color image,
each primary color is usually quantized with 8 bits of reso-
lution to eliminate distinguishable quantization steps in
trichromatic specification (luminance, hue, and saturation).
Thus, full-color digital display systems use 24 bits to specify
the color of each pixel on the screen. However, the cost of
high-speed memory needed to support such a display on a
high-resolution monitor makes many applications imprac-
tical. An alternative approach in currently available dis-
plays is to provide a limited number of bits, such as 8 bits,
for specifying the color at each pixel. Each of these 28 val-
ues is then used as an index of a user-defined color table,
i.e., color palette. Each entry in the table contains a 24-bit
value that specifies each primary component of the color
image. In this way, the user is allowed to select a small
subset of the color palette from the full range of 224 colors.
The drawback of this scheme is that it restricts the number
of colors that may be simultaneously displayed.1–7

Because natural images typically contain a large num-
ber of distinguishable colors, displaying such images with
a limited palette is difficult. Several techniques exist for
color quantization, some of which are based on a more gen-
eral class of vector quantization (VQ) techniques. One ap-
proach involves the iterative refinement of an initially

New methods for both color palette design and dithering based on
human visual system (HVS) characteristics are proposed. Color
quantization for palette design uses the relative visual sensitivity
and spatial masking effect of HVS. The dithering operation for
printing uses nonlinear quantization, which considers the over-
lapping phenomena among neighbor printing dots, and then a
modified dot-diffusion algorithm is followed to compensate the deg-
radation produced in the quantization process. The proposed tech-
niques can produce high-quality images in low-bit color devices.
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selected palette. Variations on this idea include the man-
ner in which the initial palette is chosen and the color space
in which the quantization is performed. The refinement al-
gorithm, commonly known as the K-means or Linde–Buzo–
Gray (LBG) algorithm,1 is a vector extension of the Lloyd
quantizer for scalars. The algorithm seeks to reduce the
total squared error (TSE) between the original and the
quantized image at each iteration until a (local) minimum
is found. This method yields high-quality images and, with
a properly chosen initial palette, will result in the lowest
TSE for a given palette size. The method is, however,
computationally intensive, and its performance is sensitive
to the choice of the initial palette. Also there are splitting
algorithms2,3,6 that divide the color space into disjoint re-
gions and pick a representative color from each region as a
palette color. The algorithms vary according to the meth-
ods used to split the color space. As an example of such an
algorithm, the median-cut algorithm2 invented by Heckbert
was undertaken as an alternative to the popularity algo-
rithm. The median-cut algorithm repeatedly subdivides the
color space into smaller rectangular boxes until the desired
number of boxes is generated. The split point is the median
point, i.e., the plane that divides the box into two halves so
that an equal number of colors is on each side. The main
advantage of the split algorithm is lower computational time
cost and memory space for the spatial storage scheme,
mostly because it is simple to compute the split point. How-
ever, a number of problems are associated with this method.
One problem is that partitioning a box by a plane passing
through the median point does not necessarily lead to a lower
quantization error.

As explained above, the conventional color quantization
algorithms usually use the TSE as the distortion mea-
sure.1–7 This measure is, however, perceptually insufficient
when accurately estimating the perceptual difference between
an original image and its quantized representation.5–7 The
TSE does not take into account the spatial correlation linked
with perceptually adjacent pixels. With such a measure we
have no means of knowing whether the observed degrada-
tion is the result of several particularly noticeable degra-
dations. The measure must be reconsidered, this time by
duly integrating the notion of locally observable errors.
Thus, we propose to use a new distortion measure that takes
into account the spatial activity in local regions of the in-
put image. The activity is computed as the mean of the
sensitivity-weighted difference between the input and the
local mean color in a 4 × 4 region. Then, using the distor-
tion measure, a hierarchical quantization algorithm is pro-
posed by considering the spatial masking effect,8,9 a
characteristic of the HVS. The algorithm consists of initial
and subdivision steps both to reduce the computational time
and to minimize the measured distortion.

Digital dithering is the process for generating a pattern
of dots with a limited number of gray levels to reproduce a



continuous tone image on the paper media for hard copy.
Display of continuous tone images on the paper media is
impossible without a dithering process. Thus, many dither-
ing techniques can be found in the printing algorithms.10–13

Printers are able to produce marked dots on a part of a
Cartesian grid with horizontal and vertical spacing. Con-
ventional digital dithering methods use linear quantiza-
tion in which input gray levels are equally divided by the
printer resolution, dots per inch (dpi). Errors produced by
the quantization are diffused to the neighborhood to com-
pensate for the local gray level.14–17 In this process, accu-
rate gray levels are not represented because of poor printer
resolution, in general, and also because diffusion of the
contrast in the edge region is not considered. Therefore, a
new method using linear quantization and diffusion is
required to reduce the degradation of images produced by
the conventional dithering method.

For printing the monitor-displayed image on the paper
media, we propose a nonlinear quantization that considers
the overlapping of printing dots and a modified dot-diffusion
method. For the nonlinear quantization, each quantization
step is adjusted in proportion to the overlapping area that
is subtracted from the total area of each neighboring print-
ing dot. To compensate for errors produced in the quantiza-
tion, the modified dot diffusion adjusts the quantization
error to be diffused according to the characteristics of the
input image. Filtering of the quantization error by a low-
pass filter is carried out before dot diffusion so that the quan-
tization error has to be diffused only in the smooth region.
Also, to apply the proposed method to color printing, inten-
sity and color change must be considered simultaneously.
Thus quantization error is diffused in the Hue, Saturation,
and Intensity (HSI) color coordinate that represents the HVS
color coordinate system. The low-pass filtering must be
considered to prevent color degradation due to the diffu-
sion of quantization error in the color edge region.

This report is organized as follows: In the next section,
which starts by defining the color space in which the quan-
tization algorithm operates, the proposed distortion mea-
sure and hierarchical quantization algorithm are described.
The succeeding section describes the printer model, the
proposed nonlinear quantization, and the modified dot-dif-
fusion method for color printing. The section that follows
reports the simulation results of the proposed techniques.
Finally we present our conclusion.

Proposed Color Quantization Algorithm
The color quantization for palette design is described as

selecting the prescribed number of colors to display an
image with almost no noticeable perceived difference. The
process is usually performed by treating three color com-
ponents (red, green, and blue) independently in the RGB
color space. Although three color components can be
decorrelated by transforming the color space to YIQ, Lab,
or some other color spaces, independent quantization in
these spaces is inefficient because a certain proportion of
these spaces lies outside the RGB color space. In any event,
color transformations are of little use in quantization for
display; their proper place is in the image compression
systems. Thus we quantize the colors of the original im-
age into K (usually K = 256 or less) colors, called the color
palette, in the RGB color space

The color image is assumed to be on the rectangular
grid of M × M pixels. The set of all grid points is denoted
by F and its members f ∈F may be explicitly written as f =
(i, j), where i and j are the row and column indices (0 ≤ i,
j ≤ M – 1). The color value of the pixel at grid point f is
denoted by   c f = [rf ,gf ,bf ]T, where the components are the
red, green, and blue tristimulus values for the pixel in the
Color Image Quantization and Dithering Method Based on Huma
RGB color space, and superscript T means transpose. As
explained above, the color quantization is selecting K col-
ors to be displayed on the monitor. The K colors are usu-
ally composed of the centroids of K color clusters. In this
report, the k-th cluster is denoted by Ωk (1 ≤ k ≤ K), and
the centroids of the clusters are denoted by µ k = [rk, gk,
bk]T, (1 ≤ k ≤ K), each of which composes the color palette.
Thus the input image colors are mapped to the centroid
colors after the quantization, and the mapped colors are
displayed on the monitor simultaneously. Therefore the
color quantization algorithm finds the optimal color clus-
ter and its centroid with almost no difference between the
original image and the reconstructed image.

Weighted-Distortion Measure of HVS Color Activ-
ity. In this report a new distortion measure based on the
spatial masking effect of the HVS is proposed. The spa-
tial masking effect means that human vision is more sen-
sitive to quantization errors in the smooth region than
to those in the edge region. To use this effect, the activity
of color in the local region must be computed to judge
whether the color is in the smooth region or in the edge
region. Because human vision is sensitive to each color
component differently, the proposed color activity is com-
puted as the mean of sensitivity-weighted differences
between input color in the local region of 16(4 × 4) pixels

and mean color 
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where ∆(  c n,   c m) is the sensitivity-weighted difference and
  c n = [rn, gn, bn]T is the nth input color in the local region.
The coefficients (α, β, and γ) are the relative visual sensi-
tivities of the HVS in the CIE standard, and they are the
coefficients of the luminance equation. This computed ac-
tivity is similarly assigned to each color included in the
local region, that is, the same activity value to each color
in the same local region. This is performed for all local
regions of the image. Then we can obtain the activity
(A(  c f)) of a pixel f as the activity of the local region in
which the pixel is included. According to the masking ef-
fect, a higher activity means that the color is in the edge
region and its quantization error is less sensitive in hu-
man vision, whereas a lower activity means that the color
is in the smooth region and its quantization error is more
sensitive. Therefore, we can see that the activity is in-
versely proportional to the error sensitivity of the HVS.

Using this property, the new distortion measure is pro-
posed to determine which color should be more finely quan-
tized to decrease the distortion based on the masking effect.
The total distortion is given by
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where dk is the distortion of the kth color cluster and Eq is
the quantization error. Because the input color is included
in the kth cluster, the quantization error is inversely
weighted by the activity of the input color. If so, the distor-
tion error is decreased by the activity. Therefore, if the in-
put color is in the edge region, the activity is much higher
and the quantization error of the color is relatively much
reduced, which means that the distortion of the cluster is
decreased. If the input color is in the smooth region, the
activity is much lower and the quantization error of the
color is relatively less reduced, which means that the dis-
tortion of the cluster is increased. Thus, if a color cluster of
maximum distortion is more finely quantized, the total dis-
tortion based on the masking effect can be much less.

The proposed quantization algorithm has a hierarchi-
cal structure, so that the color of lower activity should be
more finely quantized.

Proposed Hierarchical Color Quantization Algo-
rithm. Based on the activity and the distortion measure,
the proposed color quantization algorithm can be per-
formed in two hierarch steps. In the first step, the input
colors are divided into eight initial color clusters by a
thresholding method using intercluster variances.18 To
compute the intercluster variance, an activity histogram
(xl  , x = R, G, or B component) with respect to gray level (l,
0 ≤ l ≤ 255) of each color component is obtained. The activ-
ity histogram of the red component of the Peppers image
used in the experiment is shown in Fig. 1(a).
Figure 1. Activity histogram and its intercluster variance in the red component of the Peppers image: (a) activity histogram and
(b) intercluster variance.
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According to the activity histogram, the intercluster
variance for each component is calculated as follows:
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where X = xl
l =0

255

∑  and x = X / 256. The value Th signifies

threshold, and it is the gray value of the maximum
intercluster variance. The calculated variance of Fig. 1(a)

is shown in Fig. 1(b). The threshold values RTh
,GTh

,BTh( )
for red, green, and blue can be selected as Th . By using the
thresholds, eight clusters are obtained, as given below.
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In the second step, the color cluster of maximum distor-
tion is again divided into eight color clusters, using the
proposed distortion measure and the thresholding method
based on the masking effect. This process is repeatedly
applied until K(=256 or less) color clusters are obtained.
Then the color palette is composed of the centroids of the
obtained color clusters, and, finally, the input colors are
mapped to the color palette. The proposed algorithm is
shown in Fig. 2.

Figure 2. The proposed hierarchical color quantization algorithm.

. (4)
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Proposed Color Dithering Method
Printer Model and Nonlinear Quantization. Most

conventional dithering methods use linear quantization
that equally divides input gray level according to printer
resolution. This algorithm has simple processing and less
computational time. However, because the algorithm does
not consider the hardware characteristics of the printer, a
gray-level difference between the printed image and the
displayed image on the monitor is produced.

As shown in Fig. 3, printers produce circular black dots,
rather than square ones. The most elementary degrada-
tion introduced by most printers is illustrated as follows:
their dots are larger than the minimal covering size, as if
“ink spreading” has occurred. Other degradations are
caused by heat finishing, reflections of light within the
paper, etc. Also the inks are not perfect. As a result, the
gray level produced by the printer in the vicinity of pixel
(i, j) depends in some complicated way on neighboring dots.
However, due to the close spacing of dots and the limited
spatial resolution of the eye, the gray level can be mod-
eled as having a constant value within the area of the ideal
circular pixel (i, j).
Figure 3. The marking area of dots in the dither matrix.
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3rd marked area
Therefore, we developed a quantization method that
improves the quality of printed images. The method de-
creases the quantization error and distributes the remain-
ing quantization error more effectively, both spatially and
across the intensity range.

We propose here a nonlinear quantization that accounts
for the dot overlap degradation due to hardware charac-
teristics. This approach is adequate to illustrate quanti-
zation errors produced in the multilevel quantization due
to printer resolution.
Color Image Quantization and Dithering Method Based on Huma
In black-and-white printing, all the overlapping areas
have the same gray level as the dots, so that the repro-
duced gray level is proportional to the marked area. The
marked area in the printing is changed according to mark-
ing position and dither matrix. If the difference in the
marking area is not considered, the printed image is not
equal in gray level to the image displayed on the monitor.

The proposed nonlinear quantization for dithering can
improve this drawback. The quantization step is adjusted
in proportion to the overlapping area, which is subtracted
from the total area of each printed neighbor dot. The total
area of each pixel is the area of the 4 × 4 dither matrix in
the 300-dpi printer, and the area of each dot is the area of
a circle. Therefore, the reconstructed gray level due to ac-
tual marked area is calculated as follows:
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where r is the reconstructed gray level, N is the num-
ber of marked dots, PN is the sum of the overlapped area
and half of the dots marked in the outer region of the 4
× 4 dither matrix among the marked dots, K′ is 2 × K,
and the area of K is ((π –2)/32)/4. The actual marked
areas and their calculated gray levels are shown in Table
I. In the printed image, this nonlinear quantization re-
duces the degradation that is generated due to hard-
ware characteristics.
TABLE I. Quantized Level and Reconstructed Gray Level Based
on Marking Area.

Quantized N PN Reconstructed Increment
level gray level (r )

1 1 0 230 25
2 2 0 205 25
3 3 2 189 16
4 4 4 173 16
5 5 5.5 154 19
6 6 7 136 18
7 7 8.5 118 18
8 8 10 100 18
9 9 12.5 87 13

10 10 15 73 14
11 11 17.5 59 14
12 12 20 46 13
13 13 23 34 12
14 14 26 23 11
15 15 29 11 12
16 16 30 0 11
Modified Dot Diffusion. The ordered dither method
produces a binary-recursive and computerized texture that
is unsuitable for most applications. The Floyd–Steinberg
error diffusion method usually gives more pleasing results
but it has occasional problems with intrusive, snakelike
patterns that call attention to themselves. It would be de-
sirable to have a solution that does not retain both previous
properties but has both the sharpness of the Floyd–Steinberg
method and the parallelism of ordered dither. Dot diffusion
has the desired property but it tends to blur the image in the
edge regions through the diffusion of the quantization error.
To prevent the diffusion of the quantization error between
the neighboring different gray-level regions, edge detection
and thresholding may be considered, but the methods need
complex, lengthy computation. Therefore, a fast and adap-
tive diffusion algorithm is required.

The frequencies of the quantization errors are, in gen-
eral, not homogeneously distributed. These frequencies can
be divided into two components, one of which is depen-
dent on the object frequencies and one that is indepen-
dent. In printing, the separation of the object information
from the quantization error during the reconstruction is
desired. The linear component of the object-dependent
error component lies at the same frequency as the object
information and can be much stronger than all other er-
ror components. Also, most of the object-dependent com-
ponents of the quantization error lie at the low frequency.
Thus, control over the object-dependent error is desired to
allow better reconstruction.

We propose a modified dot diffusion that diffuses the
object-dependent components of the quantization error. To
compensate local gray level in the smooth region and main-
tain sharpness in the edge regions, the input image should
be modified. We divide the input image into two parts,
one of which is quantized values and the other is quanti-
zation errors. To modify the input image, filtering the quan-
tization error by a low-pass filter before dot diffusion is
suggested. The filtered errors include most of the object-
dependent components except for edge components; there-
fore, the input image is modified by the sum of the filtered
n Visual System Vol. 40, No. 6, Nov./Dec. 1996     505



errors and the quantized values. In the dithering process,
dot diffusion is applied to the modified image so that dif-
fusion of the quantization error can be minimized in the
edge regions and retained in the smooth region. Thus the
proposed modified dot diffusion can compensate local gray
level in the smooth region and retain sharpness in the
edge regions. In this work, the 3 × 3 average filter is used
for simple and fast processing. The block diagram for print-
ing is shown in Fig. 4.
Figure 4. Block diagram for printing.

Input image

Nonlinear quanitization

Quantized value Quantization error

Low pass filtering

Modified dot diffusion

Printing
Modified Dot Diffusion for Color Printing. In this
section we present models for color printers and modified
dot diffusion for color printing. Such printers are capable
of producing colored dots on a piece of paper, at any and all
sites of a Cartesian grid with horizontal and vertical spac-
ing. The reciprocal of spacing is the printer resolution in
dots per inch (dpi). Color printers use cyan (C), magenta
(M), and yellow (Y) inks to produce color dots. These colors
form the basis for the subtractive system of colors. The re-
lationship to the additive colors (RGB) follows:

R = 1 – C
G = 1 – M . (6)
B = 1 – Y

Cyan ink absorbs red light, magenta absorbs green, and
yellow absorbs blue. Dots of different inks can be superim-
posed to produce red, green, blue, and black dots. In prac-
tice, however, the inks are not perfect, i.e., there are
unwanted absorptions. Thus, many printers use a separate
black ink (K) to produce better black dots. In the remain-
der of this discussion we will assume that the printer uses
all four types of ink. The printer is controlled by an array of
four-dimensional vectors with binary components,

bi, j = bi, j
C ,bi, j

M ,bi, j
Y ,bi, j

K( ), (7)

where bi, j
C = 1 indicates that a cyan dot is to be placed at

pixel (i, j) and bi, j
C = 0  indicates that no cyan dot is to be

placed at the site. The magenta bi, j
M ,   yellow bi, j

Y ,  and black
bi, j

K  components are defined similarly. When all compo-
nents are zero, the site remains white. When more than
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one component is equal to 1, different inks are printed on
top of each other. In principle, we can specify 24 = 16 dif-
ferent colors for each dot, but nine of these colors are varia-
tions of black. Usually, the black ink is used only in
combination with the other three inks to produce solid
black dots, thus reducing the number of colors that each
dot can include to 23 = 8
As we can see in black-and-white printing, printers pro-
duce circular, rather than square, dots, and the quantiza-
tion error produced in the quantization process must be
compensated. To apply the proposed algorithm to color print-
ing, color change, as well as intensity, must be considered.
Thus, quantization error is diffused according to the char-
acteristics of the input image in the HSI color-coordinate
system, which represents HVS color-sensing properties. In
the dithering process, dot diffusion is modified by adjust-
ing the amount of hue and saturation diffusion according
to the intensity and saturation of the input image in the
HSI color-coordinate system. The HSI coordinate system
has higher sensitivity in the highest and lowest intensities
and lower saturation in the mid-range intensities. To com-
pensate the nonuniform property in the HSI coordinate
system, the amount of diffusion is given by
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where ∆H′ and ∆S′ are the hue and saturation to be dif-
fused, ∆H and ∆S are the hue and saturation errors that
occurred in the quantization process, S is the saturation
value, and I is the intensity value.

In color printing using modified dot diffusion, we sug-
gest filtering the quantization error by a low-pass filter
before dot diffusion, because the quantization error must
be diffused only in the smooth region. Therefore, the
printed image can prevent color degradation through the
diffusion of quantization error between neighboring re-
gions of different color.

Experimental
In the experiments, we used a PC with a VGA board of

256 colors and an HP DeskJet 560K 300-dpi ink-jet printer.
Color quantization operations were performed separately

,          (8)
TABLE II. The Comparison of Peak Signal-to-Noise Ratio (PSNR), Quan-
tization Errors ( Qe) in CIE (Lu*V*), and Computation Time Using PC in
Each Algorithm

Image Algorithm PSNR [dB] Qe in Lu*v* Time [s]

LBG 30.6 15.13 4150
Girl Heckbert 28.86 22.86 11

The proposed 30.87 11.37 24
LBG 30.15 5.37 2307

Lena Heckbert 29.80 6.20 11
The proposed 31.83 4.56 24

LBG 28.92 8.72 3262
Pepper Heckbert 25.88 19.57 11

The proposed 29.28 8.42 24
LBG 31.71 4.08 1828

Zelda Heckbert 29.66 5.29 11
The proposed 34.80 3.35 24
Kim et al.



Figure 5. Original and result image of vari-
ous quantization algorithms: (a) original
image, (b) result of LBG algorithm, (c) re-
sult of Heckbert algorithm, and (d) result
of the proposed algorithm.

(a)      (b)

(c)      (d)
Figure 6. Magnified images of Fig. 5: (a) Mag-
nified portion original, (b) magnified image
from LBG algorithm, (c) magnified image from
Heckbert algorithm, and (d) magnified image
from the proposed algorithm.

(a)      (b)

(c)      (d)
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(a) (b)

(c)

Figure 7. Printed image using various methods: (a) Printed image using linear quantization and ordered dithering, (b) printed image
using linear and dot diffusion, and (c) printed image using the proposed method.
508     Journal of Imaging Science and Technology Kim et al.



on each color component: R, G, and B. The images used in
the experiment were 256 × 256 Girl, Lena, Peppers, and
Zelda. Table II compares the peak signal-to-noise ratio
(PSNR), quantization errors in uniform color coordinate
system space, and computation time, using the PC in three
algorithms (LBG, Heckbert, and the proposed one). In the
table, the proposed algorithm takes a little longer compu-
tation time than Heckbert’s algorithm, but it takes much
shorter computation time than that for LBG. Figure 5
shows the results of the color quantization with the Girl
image. Here Fig. 5(a) is the original image, 5(b) is the re-
sult of the LBG algorithm, 5(c) is the result of the Heckbert
algorithm, and 5(d) is the result of the proposed algorithm.
Figure 6 compares magnified images of Fig. 5. The dis-
played image on the monitor using the proposed color
quantization method shows almost no noticeable differ-
ence from the result of the LBG method and from the origi-
nal image. Figure 7 shows printed images using (a) linear
quantization and ordered dithering, (b) linear and dot dif-
fusion, and (c) the proposed method, along with the origi-
nal image. The printed result using the proposed color
dithering method is of high quality and shows less color
degradation than that of the control image produced by a
conventional printing method.
Summary and Conclusion
New methods for displaying and printing high-resolu-

tion full-color images on limited color output devices are
proposed. The color quantization for palette design con-
sists of a hierarchical method based on HVS characteris-
tics. This technique uses an activity-weighted distortion
measure based on the relative visual sensitivity and spa-
tial masking effect of the HVS. In color printing, dither-
ing of nonlinear quantization is proposed to reduce color
degradation by considering the overlapping phenomena
Color Image Quantization and Dithering Method Based on Huma
of printing dots. In the dithering process, modified dot dif-
fusion is also proposed. The proposed techniques enable
limited-color-output devices to display and print high-qual-
ity color images.
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