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Abstract

GPT-4, which is a multimodal large-scale language model,
was released on March 14, 2023. GPT-4 is equipped with Trans-
SJormer, a machine learning model for natural language process-
ing, which trains a large neural network through unsupervised
learning, followed by reinforcement learning from human feed-
back (RLHF) based on human feedback. Although GPT-4 is one
of the research achievements in the field of natural language pro-
cessing (NLP), it is a technology that can be applied not only to
natural language generation but also to image generation. How-
ever, specifications for GPT-4 have not been made public, therefore
it is difficult to use for research purposes. In this study, we first
generated an image database by adjusting parameters using Sta-
ble Diffusion, which is a deep learning model that is also used for
image generation based on text input and images. And then, we
carried out experiments to evaluate the 3D CG image quality from
the generated database, and discussed the quality assessment of
the image generation model.

1. Introduction

The progress of image generation technology by Artificial
Intelligence (Al) in the 2020s and beyond is remarkable. GPT-
4, a multimodal large-scale language model, will be released in
March 2023. GPT-4 is a technology that can be applied not only
to natural language generation but also to image generation, but
its detailed specifications have not been released, and it is difficult
to use it for research purposes. Therefore, this study deals with
Stable Diffusion, an open-source image generation AI model.

Stable Diffusion [1] was released in August 2022. What
makes Stable Diffusion completely different from other image-
generating Al services is that anyone can freely use all of the AI's
programs and data. If there is a personal computer in the home,
the Al can generate as many images as desired. A program that
serves as a front-end to Stable Diffusion appeared on the scene
immediately. The AUTOMATIC1111 version of Stable Diffusion
WebUL

Stable Diffusion is a type of artificial intelligence that gen-
erates images that match text or images inputted into it. Al that
generates images has existed for some time, and some even output
images that are indistinguishable from the real thing. For example,
image generation using adversarial generative networks [2], super-
resolution technology [3], image generation using neural networks
[4, 5] is considered to be one of them. However, most of them
were Als that could be used only for a single purpose, such as
generating images of human faces or performing super-resolution.
Image generation Als that have emerged and become popular af-
ter 2022 use a new technology called the diffusion model. When
text is input, it generates images that match the text. Most of the
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images are in English only, but they are close to the words we use
in our daily life. The new technology can generate an unimagin-
ably wide variety of images from text. In this trend, Stability AI’s
Stable Diffusion has emerged as an open source image generation
Al that employs a diffusion model. Stable Diffusion includes text-
to-image (txt2img) and image-to-image (img2img). In this study,
we consider img2img from an image processing perspective.

So far, we have studied the optimal design of multi-view
super-resolution images based on the structure of CNNs [4],
Contrast enhancement for color laparoscopic imaging and opti-
mal conditions of SRCNN super-resolution processing [3], Re-
gion segmentation of color laparoscopic contrast-enhanced im-
ages considering SRCNN super-resolution processing by image
regions. We have separately conducted region segmentation of
color laparoscopic contrast-enhanced images considering SRCNN
super-resolution processing [5], and optimal design of color la-
paroscopic super-resolution images by hostile generation network
[2]. Although the objective of generating a single image has been
achieved, we thought that the adoption of a Stable Diffusion model
that takes into account the fusion of vision and language would
enable us to generate images with a wider field of view and to
evaluate their image quality.

In this study, we used Stable Diffusion, a deep learning model
that is also used for image generation based on text prompt input
and image-based image generation. By varying the CFG Scale
parameter, which adjusts the fidelity of the generated image to the
prompt content, the prompt, and the input image, we generated
3DCG images with visual and verbal fusion. Finally, the quality
of the image generation model was evaluated and discussed.

2. Related work

In this section, we describe related studies in terms of (1)
image generation models and (2) image processing.

2.1. In terms of image generation models

In terms of image generation models, there are studies on
detecting images generated by Stable Diffusion using frequency
artifacts as a case study in Disney-Style Art [6], Proposed frame-
work for arbitrary style transformations using a diffusion model
called diffusion-enhanced patch matching [7], Accurate diffusion
inversion using a coupled transform [8], RGBT object tracking
using a Bayesian dumbbell diffusion model [9], Improved visibil-
ity in bad weather using a patch-based denoising diffusion model
citeFan2023, Patch-based denoising diffusion model for improved
visibility in bad weather conditions.
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Figure 1. 3D CG image content used in this study

2.2. In terms of image processing

In terms of image processing, there are studies on Identifi-
cation of distributed nonlinear systems in a-stable noise [11], A
hybrid model for image denoising combining a modified isotropic
diffusion model and a modified Perona-Malik model [12], A new
anisotropic 4th order diffusion model for low Dose CT image pro-
cessing [13], Multiple B-value model-based residual network for
accelerated high-resolution diffusion-weighted images [14].

2.3. Conclusion

In general, there are many studies on image generation from
the viewpoint of image generation models and image processing,
but the relationship between image generation Al and image qual-
ity evaluation is not clear, and this study examines whether image
generation Al is effective in the field of image quality evaluation
through experiments.

3. Experimental set
3.1. Images used in this study

The images used in this study are 3DCG contents (Museum
(M), Wonder World (W)) such as Fig. 1 provided free of charge
by NICT. For image generation, a CG camera for 8 viewpoints is
first constructed, and then the camera work and rendering are per-
formed. Camera work and rendering were performed to generate
still images for the 8 viewpoints. Although this content is origi-
nally a multi-view 3D image content, we used a single viewpoint
image out of the eight still images in this study.

3.2. Experimental procedure
Next, the experimental procedure is as follows:

1. Generate 3D CG images from 3D CG contents by setting up
camera work and rendering.

2. Configure the AUTOMATIC1111 version of the Stable Dif-
fusion WebUI. (See next chapter)

3. Load the generated 3DCG images into Stable Diffusion We-
bUI, set the prompts, CFG Scale, and start the image gener-
ation Al to generate images. In this process, not only image
generation is performed, but also GPU processing time is
measured.

4. Image quality evaluation (Structural SIMilarity (SSIM)) is
performed on the images generated by the image genera-
tion Al. Comparisons with CFG Scale parameters and GPU
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processing time are also made and discussed.

3.3. Experimental and assessment method

As an experimental method, in this study, the AUTO-
MATICI1111 version of the Stable Diffusion WebUI is used as
shown in Fig.2. The image generation Al was run on a desktop
PC with an Intel Core 17-8700 processor running at 3.20 GHz (In-
tel Turbo Boost Technology 2.0 supported: maximum 4.60 GHz),
a NVIDIA GeForce GTX 1050 Ti GPU, and 32 GB of memory.
The experiment was conducted using a desktop PC. Stable Dif-
fusion is basically recommended to be run on a GPU (Graphics
Processing Unit). Although it is possible to run on a CPU (Cen-
tral Processing Unit), preliminary experiments have shown that
it takes more than five hours to generate one image on a CPU,
compared to eight minutes on a GPU, so there is a difference in
both time and processing efficiency. Therefore, it is better to work
on a desktop PC or workstation than on a notebook PC (excluding
GPUs). As described below, using Google Colaboratory is also an
option. However, although the free version can use GPUs, it has
time and performance limitations, and often initializes in a certain
state. Therefore, when using Google Colaboratory, it is recom-
mended to use the paid version, which basically has no limitations
(but not completely).

As an evaluation method, this study uses the Structural SIM-
ilarity (SSIM), an index that evaluates the visual impact of lumi-
nance, contrast, and structure. The overall index is obtained by
combining and multiplying three terms as shown in the Eq. (1).
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Here, pix,py,0x,0y,0xy in Eq. (2), (3) and (4) are the local
mean, standard deviation and cross-covariance of image x, y. and
a=B=y=1land C3 = %, they can be expressed as follows Eq.

(5).
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This study evaluates the degree of similarity with the original
image.

4. Image generation by Stable Diffusion
This section describes the procedure for performing Stable
Diffusion and its overview.

1. Install Python. (Python 3.11.5)

2. Install git. (git2.43.2)

3. Install AUTOMATIC1111/stable-diffusion-webui using git.
Open a command prompt in the installation folder, and type
and execute the following commands.

git clone https://github.com/AUTOMATIC1111/
stable-diffusion-webui.git
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Figure 2. Stable Diffusion WebUI (AUTOMATIC1111)

4. Run webui-user.bat to start the installation. A command
prompt will open and the installation will begin. The in-
stallation is complete when the message “Running on local
URL: http://127.0.0.1:7860” appears.

. Create and execute webui-user-my.bat. The current We-
bUI can generate images without using the settings for low
VRAM, but errors occur as soon as a slightly large im-
age is created, so a batch file for running in low VRAM is
created and used. Copy webui-user.bat and create “webui-
user-my.bat” in the same folder. Change the line “set COM-
MANDLINE_ARGS="in the created webui-user-my.bat as
follows.

set COMMANDLINE_ARGS=--medvram --xformers

W

=)

. (Optional) Obtain and deploy additional training models. In
this study, the default model was used for the runs.

. Launch WebUI and select the img2img tab. The img2img
tab allows the user to generate a new image based on an
image and a spell. In this study, a 3D CG image was loaded
and the prompts (Museum: cg, WonderWorld: cg,cup) were
entered to generate the image. The CFG Scale was set to 3,
7 (default), 15, and 30.

3

5. Experimental results and discussion
The experimental results are shown in Figs. 3 to 10. Here,

Figs. 3 to6, Figs. 7 to 10 show each results of image generation
in “Museum”, “WonderWorld”.

The experimental results show that the “Museum” and “Won-
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Figure 4. Experimental result (CFG scale=7)(“M”, prompt= “cg”)

derWorld” produced smoky images at CFG Scale=3 and 7, respec-
tively. Stable Diffusion generates images from the viewpoint of
noise diffusion, and therefore, when the CFG Scale is low, the
images may contain noise when the so-called accuracy is lowered.

In the case of “Museum”, the central pattern is an arc of thin
lines, which may have generated fine noise. Furthermore, in the
“Museum”, the noise becomes less smoke-like, more line-like,
and more arc-like as CFG Scale=15 and 30. This is partly because
the object area is arc-shaped, but it may also be due to the fact that
“cg” is entered at the prompt, and the font of “cg” is arc-shaped.
It can be inferred from the experimental results that as the CFG
Scale is increased, the prompt is affected in addition to the image.

In the case of “WonderWorld”, we can see that the smoke
of noise gradually disappears and objects are constructed as CFG
Scale=7, 15, and 30. This can be attributed to the fact that the
prompt was set to “cg,cup” and not only “cg” but also “cup”
was added to the prompt. We tried to generate 3D CG content
for “WonderWorld” using only the “cg” prompt, but it generated
something that had nothing to do with cups, and we could not
generate it successfully, so we added the prompt. Thus, depending
on the 3D CG content, there are cases where only “cg” can be used,
and other cases where more detailed keywords, such as “cg,cup”,
must be entered as prompts, so it is necessary to enter prompts
while carefully checking the image content.

On the other hand, Fig. 11 shows the structural similarity of
images (SSIM) and Fig. 12 shows the generation time of images.
The SSIM results show that all of the images in the “Museum”
are above 0.7, and that the images in the “WonderWorld” are
above 0.7 for CFG Scale=7, but below 0.7, there is little similarity
between the images. The generation time of the images showed
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Figure 5. Experimental result (CFG scale=15)(“M”, prompt= “cg”)

Figure 6. Experimental result (CFG scale=30)(“M”, prompt= “cg”)

that for the “Museum” the generation time decreased as the CFG
Scale increased, but this was not the case for the “WonderWorld”.
The image generation process was completed in 8 mins 10 secs
to 8 mins 50 secs in all cases, although there were differences
depending on the content.

6. Conclusion

The results of this study suggest that Stable Diffusion is ef-
fective in evaluating the quality of 3D CG generated images. As
future works, more detailed parameter settings and image pro-
cessing patterns will be added. This paper is a developmental
improvement of the content of the March 2024 Forum on Visual
Expression and Arts & Sciences 2024 (Expressive Japan 2024).
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