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Abstract
Multimedia forensics is an important field addressing the in-

creasing misuse of digital content, such as deepfakes and face-
swapping technologies. This paper focuses on detecting face
swapping. Our goal is not to decide whether face swapping has
occurred. We assume that we execute a forensic investigation in
which it needs to be learned which photo of a person’s face has
been used for the face swap. We take a number of potential source
face photographs and compare their behavior when reproducing
the face swap. We show that the photo used for the face swap can
be identified even after lossy compression and scaling.

Motivation
Face swapping [1, 13] allows taking an image ImA and re-

place a face shown in that image with a face from a second image
ImB. This creates a fake image ImC. In forensic investigations,
the ability to determine the origin of manipulated images is crit-
ical to verifying authenticity and identifying tampered content.
Face-swapping poses unique challenges in this context. Identi-
fying the source photo used in the face swap can provide crucial
evidence in cases of identity fraud, misinformation, or illegal con-
tent creation. The forensic goal is therefore to analyze and trace
the face in the manipulated photo ImC back to its original source
ImB, allowing verification of both the manipulation and the orig-
inal context of the swapped face. This can be important if ImB is
a photo that only one or a few people have access to. If we can
show that ImC was created using ImB and not another publicly
available photo, this significantly reduces the number of potential
creators.

The primary goal of this work is to analyze whether it is
possible to reliably prove that a specific photo of a person has been
used as the source for a face swap in a manipulated image. This
may be particularly relevant for forensic investigations of cyber-
mobbing, for example, when erotic images have been faked[7].

This requires methods that can accurately compare the effect
of the facial region between potential source images to establish
a clear match. In addition, the work aims to assess whether com-
mon image modifications, such as lossy compression and scaling,
affect the reliability of this matching process. By evaluating the
effects of compression artifacts and image resizing, we seek to
understand how these modifications may affect the accuracy and
robustness of source photo identification in forensic contexts.

State of the Art
Face swapping detection has become a critical area of re-

search due to the rise of deepfake technologies that manipulate
facial images and videos. Researchers are developing advanced
methods to identify and localize these manipulations effectively.
There are a number of algorithms aiming for deciding whether a
given media is created or modified by AI [5, 4, 10, 9]

To our knowledge, there are so far no approaches identify-

Figure 1. Concept of approach

ing the actual photo used for face swapping. On the other hand,
there are many works on the detection of face swapping and other
deepfake methods.

Already in 2017 Zhang et a. utilized SURF features com-
bined with machine learning for face swap detection [12]. Ding et
al. [3] apply deep learning for classifying real and swapped faces.
Huang et al. [8] use explicit identity contrast loss and implicit
identity exploration (IIE) loss combined with a CNN. Yu et al.
[11] compare a wide set (over 100) of deep learning methods for
face manipulation detection. Dang et al. [2] provide a survey with
different manipulation and detection approaches. Ghasemzadeh
et al.[6] aim at a generalized detection approach.

Despite these advancements, challenges remain in develop-
ing detection methods that generalize well across diverse datasets
and manipulation techniques. Future research is focusing on en-
hancing the robustness and accuracy of detection models, inte-
grating spatial and frequency domain features, and creating tools
that can identify a wide range of face manipulation methods with-
out prior knowledge of specific techniques.

Approach
The method begins with the identification of an image ImC

containing a swapped face. This is the object to be analyzed in
a forensic examination. The first objective is to determine the
original image ImA in which the face was replaced. This can be
done by advanced inverse image searching. Then we gather a
set of candidate images {ImB}1...n that may have served as po-
tential sources for the swapped face. Using a face swapping al-
gorithm, we generate new face-swapped images {ImC′}1...n by
combining the original image ImA with each of the candidate face
sources. We then compute the difference between the original
face-swapped image ImC and each of the newly generated images
{ImC′}1...n. The candidate image that produces the smallest dif-
ference, falling below a predefined threshold, is identified as the
likely source of the face swap. See also figure 1 for an illustration
of the concept.
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In addition, we assess the influence of image alterations on
this process by applying lossy compression and scaling to ImC.
We then evaluate whether these modifications significantly impact
the calculated difference, potentially affecting the reliability of the
source identification.
The algorithm can be summarized in the following steps:

• Selection of face swapped image to analyze
• Identification of image source by robust inverse image

search
• Collection of potential face source images
• Re-creation of candidate face swapped images by face swap-

ping algorithm
• Calculation of difference between face swapped image and

candidate images

– Identification of face area in face swapped image
– Cropping of face swapped image and candidate im-

ages to focus on face region
– Calculation of difference by subtraction
– Visualization by inversion of face image difference

and gamma correction
– Calculation of average pixel difference between face

swapped image and candidate images

• Selection of face swap source image by lowest difference
and threshold in case all image candidates show similar dis-
tance

Evaluation
To verify our approach, we executed a number of experi-

ments with image sets of varying quality. The section about man-
ual high-quality experiments uses portrait photos from Pixabay.
Here we find very detailed and focussed shots of portraits, as we
would expect in an actual case of a quality fake. In addition, we
looked at a publicly available data set, comparing the performance
of 14 image sets. Here, due to the lower quality and background
objects, we also show the potential failure of the approaches due
to incorrect face detection. This will not be a problem in a real-
world manual investigation. But it shows how error-prone fully
approaches still are.

Manual High Quality Test
First experiments indicate that the approach can robustly

identify the facial image used for face swapping event for simi-
lar images of the same person. As an example, we used faces of
one Pixabay artist taken from one model shown in figure 3. In
figure 5 we show the resulting face swap images in the first row.
For the test face D from image 3 was used for the creation of the
face swap. We can see that the differences between the found and
the recreated images help to identify D. Compared to faces A to
C the difference of D is small. This is also shown by the average
pixel distances in figure 2. For the first run we only compressed
the found image by JPEG quality factor 50, a strong lossy com-
pression. For the second run, we also added downsizing by 20%.

The behavior of the method could depend on the combina-
tion of the manipulated image ImA and the face source ImB. We
therefore created and analyzed face swap images with four face
sources and four target images. As shown in figure 6, the behav-
ior appears to be independent of the target image.
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Figure 2. Average pixel difference of face regions. D was the face used.

Top: After JPEG 50 compression, Bottom: After JPEG 50 compression and

downscaling by 20%

Figure 3. Four (A to D) source faces used for swapping, CC0 Pixabay,

KemDauArt

Figure 4. Source for the face swapping image, example by seaart.ai, origi-

nal: BBC, ”Ballet Shoes”

A note about the face swapping method used for the exper-
iments in this subsection: we use the searart.ai online free face
swapping method. There is no detailed information about which
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Figure 5. Example for full image, image cropped to face region, and ro-

bustness after 20% down-scaling, each with JPEG 50 lossy compression.

Resulting images as well as differences to test images are shown.

AI method is used by searart.ai. But since most of their methods
are based on Stable Diffusion, it is likely that inswapper-1281 is
used.

Figure 8 shows the performance of the method when also
face sources of different persons are used. As to be expected, the
difference of the original face source C is significantly lower than
that of all other face sources (see also figure 7). The face sources
of the different persons E to H all create a high difference, two
face sources of the correct person show a lower difference than
that wrong persons. This could be another research question: Is it
possible to prove that an image was created with a specific persons
face by using face sources of that person and of other persons and
showing that the average difference of the person is significantly
lower than that of other persons.

We checked the performance of the detection with additional
online face swapping tools, remaker.ai2 and aifaceswap.io3, see
figures 9 10. In both cases, the results were similar to those of
seart.ai. Thus, the proposed method does not depend on a specific

1https://github.com/haofanwang/inswapper
2https://remaker.ai/
3https://aifaceswap.io

Figure 6. The identical four face sources applied to four different targets.

The face source is always face 1 on the left, image under analysis was stored

with JPEG 60 lossy compression. Face Swap: inswapper 128 fp16

face swapping method.
Another question is whether it is necessary to use the same

face swapping method for creation of the image under investiga-
tion ImC and re-creation by ImA and ImA in an investigation.
Otherwise, it would be necessary to identify the face swapping
method before the proposed method, requiring an additional anal-
ysis. Therefore, we executed one experiment where we used dif-
ferent face swapping methods for creation and analysis. In fig-
ure 11 we can see that while the difference between ImC and the
newly created image with the correct face source is greater than
when using the same face swapping method, there is still a sig-
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Figure 7. Average-d pixel difference of face regions.

Figure 8. A to D are faces from the same person, C is the face source, E

to H are two additional persons

nificant difference between the correct source and the other face
sources.

Figure 9. Remaker AI example as cross-verification. Left=source face.

Strong differences can be observed between the source face and the other

face.

Figure 10. AIfaceswap.io example as cross-verification. Left=source face.

Strong differences can be observed between the face image used and the

rest of the face sources. Same sources as in figures 3 and 4

Figure 11. Cross-Swapping. The image under alaysis was created with

inswapper 128 fp16, the comparison images were created with ghost 1 256.

Automated data set
For a broader evaluation, we used 14 photo sets from the

”Portrait and 26 Photos Re-identification” dataset4. For creating
the fakes, we used face fusion 3.0 with the parameters stated in
table 2. We randomly selected one photo from the photo sets as
target images and three photos from a different set as the sources
of the face swap. We then selected one of the three resulting face
swap images, scaled them down by 20% and stored them with
JPEG quality 60.

The results can be seen in figure 12 and in table 1. One can
see that in most cases the identification of the original source is
possible. There are also exceptions: sets 01055155 and 10dc56f2
produce identical differences for all three candidates. The reason
here is a failed face recognition in the image under investigation.
This causes an identical background part to be compared, so the
difference is only the noise caused by scaling and lossy compres-
sion. 0efc5174 has an identical issue, and in addition in one of the
candidate images the face region could not be identified, causing
a missing difference value. Examples are shown in figure 13

We also conducted a small experiment to test whether some
false face sources produce significantly different results than oth-
ers. We used 20 faces from one set of photos and swapped them
with a target image from another set. The image to be investi-
gated (image 1) was down scaled from 3880 pixels to 2000 pixels
(almost 50%) width and saved with JPEG quality 60. The results
are shown in figure 14: The first (correct) face source has a signif-
icantly lower distance than all the other 19 faces. Still, the range
is from 7.4 to 14.5 times more average pixel difference.

Discussion
Our approach addresses a different challenge than known ap-

proaches in deepfake and GenAI detection: our research goal was
to determine which specific pair of images (source and target, ImA
and ImB) was used to create the image under test. This is relevant
in cases where it is obvious that image manipulation has occurred,
but it is necessary to better understand and prove how that image
was manipulated. We show that in the case where both the source
image and the image from which the face for a face swap has been
taken, we can show that a particular face image is the most likely
face source, even when very similar photos of the same face are
also candidates.

Our work brings a new perspective to the ongoing research

4https://www.kaggle.com/datasets/trainingdatapro/portrait-and-30-
photos-test?resource=download

300-5
IS&T International Symposium on Electronic Imaging 2025

Media Watermarking, Security, and Forensics 2025



Figure 12. Comparison of differences in sets of three.

Table 1: Detailed results
Set Inv Can Diff Set Inv Can Diff
00fc9846 12 12 0,46 0c37e22e 11 11 0,45
00fc9846 12 14 4,75 0c37e22e 11 15 5,34
00fc9846 12 9 5,07 0c37e22e 11 23 4,88
01055155 18 18 1,09 0e8ee63d 12 12 0,42
01055155 18 3 1,09 0e8ee63d 12 16 4,63
01055155 18 5 1,09 0e8ee63d 12 20 3,8
0639f062 20 20 0,47 0efc5174 15 20 1,86
0639f062 20 21 12,51 0efc5174 15 6 1,86
0639f062 20 23 16,29 0efc5174 15
06421a0f 24 24 0,48 0ff4d240 10 10 0,66
06421a0f 24 3 7,78 0ff4d240 10 24 5,01
06421a0f 24 4 9,99 0ff4d240 10 6 4,59
078f58fe 11 11 0,5 1067911c 10 10 0,45
078f58fe 11 18 5,98 1067911c 10 14 6,05
078f58fe 11 6 6,92 1067911c 10 4 5,37
091bf084 18 18 0,45 10b32095 19 19 0,52
091bf084 18 5 4,83 10b32095 19 25 7,27
091bf084 18 7 4,79 10b32095 19 26 7,48
0bc74437 11 11 0,97 10dc56f2 17 17 1,45
0bc74437 11 26 6,72 10dc56f2 17 2 1,45
0bc74437 11 9 8,19 10dc56f2 17 9 1,45

in face swapping detection. The results presented demonstrate
a promising ability to reliably identify the specific image used
in the face-swapping process. In particular, the study highlights
the importance of having access to the original source and target
images and shows that re-performing the face-swapping process
yields the best detection results. However, our approach is flexible
in that it also allows detection using the manipulated image itself
as a starting point when the original images are unavailable.

An important result of our work is the resilience of the de-
tection process to common post-processing transformations. In
particular, lossy compression and scaling, both of which are ex-
pected in practical scenarios following the creation of manipu-
lated images, were shown to have only a minor impact on detec-
tion accuracy. This robustness underscores the potential appli-
cability of our method in real-world settings where images may
undergo such modifications.

Table 2: Relevant face fusion 3.0 arguments and their corre-
sponding values.

Argument Value
face detector model scrfd
face detector angles 0
face detector size 640x640
face detector score 0.5
face landmarker model 2dfan4
face landmarker score 0.5
face selector mode reference
face selector order large-small
face selector gender null
face selector race null
face selector age start null
face selector age end null
reference face position 0
reference face distance 0.6
reference frame number 0
face mask types box
face mask blur 0.3
face mask padding 0, 0, 0, 0
trim frame start null
trim frame end null
temp frame format png
keep temp null
output image quality 80
output image resolution 852x1280
output audio encoder aac
output video encoder libx264
output video preset veryfast
output video quality 80
output video resolution null
output video fps null
skip audio null
processors face swapper
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Figure 13. Examples for face fusion 3.0 results. Top: Successful example

0bc74437, Bottom: Wrongly detected face region of set 10dc56f2 leads to

background region comparison.

As this is the first work to address this specific aspect of face
swapping detection, further research is crucial to expand its scope
and robustness. Future studies should investigate the impact of
additional post-processing attacks, such as blurring or stronger
compression, on detection accuracy. Exploring these scenarios
will provide deeper insights into the limitations of the current ap-
proach and guide improvements that will increase its reliability
under diverse and challenging conditions.

In summary, while our work lays a solid foundation for
source identification of face-swapped images, it invites further ex-
perimentation and development to refine and strengthen detection
methods in the face of evolving manipulation techniques and pro-
cessing challenges. The approach is straightforward and easy to
implement, which can be an advantage in forensic scenarios as
the results are easy to explain and to reproduce.
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