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Abstract
Digital watermarks for texts come in numerous forms. The

text itself, but also its appearance, i.e. font, letter spacing or
line spacing, can be modified. Here, we present an approach
that marks the text itself by introducing changes to the written
words. For this, numerous methods are known, such as change
from active to passive, modulation of sentence lengths or replace-
ments with synonyms. We use ChatGPT to supplement existing
texts with suggestions for synonymous formulations. We also look
at evaluating the transparency of the marked texts with the help
of ChatGPT.

Motivation
Natural language watermarking, a technique used to embed

hidden information in text, can significantly benefit from large
language models (LLMs) such as ChatGPT due to their advanced
understanding of linguistic patterns and contextual nuances [8].
LLMs offer enhanced capabilities to generate semantically co-
herent and contextually appropriate watermarked text, reducing
the risk of detection by human readers or automated systems.
By leveraging their ability to produce high-quality, diverse, and
natural-sounding speech, LLMs can embed watermarks in a more
subtle and less intrusive manner, preserving the readability and
fluency of the original text. In addition, LLMs can dynami-
cally adjust watermarking strategies based on different linguis-
tic contexts, ensuring robustness and adaptability across differ-
ent languages, dialects and writing styles. This makes them an
invaluable tool for improving the effectiveness, invisibility, and
resilience of natural language watermarking.

The goal of this work is to develop a natural language
watermarking system that embeds a watermark message into
pre-existing text (cover), instead of generating new text as in
steganography [11]. This is done by changing the words of the
text, not a visual representation or modulation of whitespace or
similar formatting elements. Our goal is to minimize any percep-
tible impact on linguistic quality and readability, and to provide
a high level of transparency in the watermarking process. The
watermarking function is based on finding synonyms for selected
words in the text. The LLM selects words in the cover for which
synonyms can be provided and also evaluates the quality of the
replacement. This is done by estimating the impact of the change
caused by replacing a word with its synonym.

Unlike steganography, which prioritizes concealment, this
approach aims to strike a balance between maximizing embed-
ding rate and preserving the original semantic, syntactic, and
stylistic integrity of the text.

It should be noted that this work does not address the issue of
watermarking output text produced by an LLM as described in the
context of “labeling” generative AI content, such as in [7]. This
process would label all content to make it identifiable as being
generated by an LLM. Instead, we assume that the original text

is written by a human and the LLM helps to embed an individual
watermark to distinguish copies of the text. This concept is called
transaction watermarking [10] or forensic watermarking [6] and
is a common alternative to cryptography-based DRM.

State of the Art
The paper is not novel in the sense of the watermarking strat-

egy. Papers like [13, 2] proposed NLP-based approaches 20 years
ago. The novel aspect in our work is to show how well generic
NLP systems like ChatGPT can be applied to execute such strate-
gies. In previous works, highly specialized NLP systems needed
to be designed often with many limitations. Today, a generic tool
like ChatGPT is sufficient to achieve comparable results with an
appropriate prompt. It can also be applied to verify the trans-
parency of the suggested options by evaluating the impact of the
changes to the text quality.

In [1], the Adversarial Watermarking Transformer (AWT)
is introduced by Abdelnabi and Fritz as a method for em-
bedding data within natural language text without requiring
paired training data or rule-based encoding systems. AWT em-
ploys a transformer-based encoder-decoder architecture, simi-
lar to sequence-to-sequence models used in machine translation.
This architecture functions as a hiding network, accepting an in-
put sentence and a binary message to produce a modified output
text. A separate transformer encoder, acting as a decoder, recon-
structs the binary message from the output text. Adversarial train-
ing is utilized, wherein the hiding and decoding components are
trained in opposition to an adversarial classifier designed to dis-
tinguish between the original and modified texts. The model is
optimized to minimize text alterations, ensure accurate message
decoding, and deceive the adversarial classifier simultaneously.

Zhang et al. in [15] discuss REMARK-LLM, a robust and ef-
ficient framework for watermarking text generated by LLMs. The
framework integrates message encoding, re-parameterization, and
decoding modules, which are trained jointly to embed watermark
signatures into LLM-generated text while preserving semantic
coherence. The encoding module embeds watermarks, and the
decoding module extracts the embedded messages from water-
marked text. As text generation and watermarking are combined,
this approach cannot be used for forensic watermarking of exist-
ing text.

Own Previous Work
In our previous work on natural language watermarking [4]

we took advantage of natural language processing methods but
did not employ large language models. We introduced several
methods as alternatives to the common synonym replacement
strategies.

Enumeration Modulation (EM) relies on grammatical rules
for reordering constituents within enumerations. For example, the
country names in “In Romania, Bulgaria, and Hungary” can be
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reordered into other permutations, such as “In Hungary, Bulgaria,
and Romania.” To address challenges, idiomatic expressions and
sensitive contexts are avoided using lists of idioms and POS-tag
patterns. Additionally, a classifier is employed to improve the
identification of suitable patterns.

Conjunction Modulation (CM) focuses on reordering two el-
ements joined by a conjunction, such as switching “Viktor and
Anna” to “Anna and Viktor.” Challenges arise in protecting well-
known fixed phrases, such as “Bonnie and Clyde,” which are safe-
guarded using a blacklist.

Prefix Expansion (PE) involves expanding negated words
with prefixes like “un-” into explicit negations, as in transform-
ing “unimportant” into “not important.” To avoid grammatically
incorrect transformations, particularly when the context negates
or modifies the prefix meaning, classifiers trained on contextual
features are used.

Compound Segmentation (CS) splits complex German com-
pounds using optional rules for hyphenation and spacing. For in-
stance, “Kaffeeernte” can be segmented into “Kaffee-Ernte.”

The main challenge with these methods is the low bitrate.
Occurrences where they can be applied without quality degrada-
tion of the text are rare, therefore in real-world experiments only
roughly one bit per written page could be embedded.

Our recent work on ChatGPT presents synthetic text gener-
ation for steganography [11]. Here we use ChatGPT to create a
text with a key-dependent set of words which encode the binary
sequence of the hidden message.

Approach
Our proposed approach is solely based on ChatGPT prompts

generating the embedding options. It is a non-blind concept re-
quiring the original text for watermarking detection.

For easy usage and integration, we design the system in
two steps: first a version of the cover with alternative words to-
gether with a transparency estimation of the change is generated.
Hereby, the transparency estimation assesses the potential degree
of semantic change in the text if the alternative wording were
chosen during the embedding process. An example is shown in
Table 1. The actual embedding process uses this version to em-
bed a watermark message under control of a transparency thresh-
old. Using this strategy, creating multiple copies with individual
watermarks as typical in transaction watermarking, is highly ef-
ficient: the complex generation of local text alternatives which
encode the message bits only is executed once. The generation
of the marked copies is basic text processing requiring only little
resources. The approach is similar to the concept of a watermark-
ing container[12] which is commonly used for audio and video
content.

Embedding The embedding process consists of multiple steps.
First, the alternatives are generated, afterward the transparency of
the alternatives can be verified. Then the actual marked cover is
generated by choosing the alternatives controlled by a watermark-
ing message.

This is an example prompt to create the watermarking option
text:

⇒ Generate an altered version of the text “cover” by pro-
viding the original word or short phrase and one alternative for
each. Each pair should be formatted in brackets [] separated by

a slash /, indicating the choice. Include stop words where nec-
essary to prevent errors, such as ”a [cow/eel]” becoming ”[a
cow/an eel]”. Additionally, provide the estimated change strength
directly behind each pair of alternatives, ranging from 0 (minimal
change) to 99 (moderate change). Write the change strength in ().
Avoid changing names and numbers. The objective is to illustrate
diverse rephrasing options while ensuring clarity and coherence
in the modified text.

Changes in named entities and numbers are to be avoided as
they are likely to cause major changes in the content. The esti-
mated change strength is a first indicator of the resulting trans-
parency if the second alternative is used to embed a bit value 1 at
that position. To further verify the resulting transparency, we can
use an additional prompt:

⇒ For evaluation, create a version of cover (called m1cov)
where always the second alternative (the new one) is chosen.
Compare the text quality of cover and m1cov. If there are pas-
sages that produce a problem in the text quality of m1cov, set the
change strength at that position on value 99.

To generate a marked cover, we use a simple Python script
parsing the cover with the alternatives and selecting words corre-
sponding to a binary watermarking message. The transparency of
the watermark can be controlled by providing a threshold of the
accepted change strength. Using a script here is more efficient to
generate a large set of marked covers with random watermarking
messages.

Detection Apart from marking the text, the detection of the wa-
termark is also done using a prompt and an LLM. Nonetheless, an
algorithmic method can be used as well. For this, the cover text
containing alternatives for certain text positions is parsed which
is then compared with the marked cover to identify which alterna-
tives were chosen and thereby which bit was embedded. The lat-
ter approach has the advantage of being more efficient, especially
when scanning a large amount of text for embedded watermarks.

⇒ You are a watermarking detector. When I provide you
with a ”cover” including alternatives in brackets divided by a
backslash and a ”marked cover” where one of the alternatives
has been used to code a binary sequence, you provide the embed-
ded message by checking the marked cover for each position of
alternatives if the first or second option from the cover has been
used and print a 0 for the first and a 1 for the second option.
Ignore all positions with a change strength above the parameter
”transparency”.

Blind vs. non-blind Watermarking
In many application scenarios blind watermarking is pre-

ferred, if not required. Blind watermarking allows retrieving an
embedded message without knowledge of the cover. Some text
watermarking strategies like the ones introduces by us in [4] al-
low blind watermarking as there exactly two options for one given
text element, like using Conjunction Modulation and testing if the
cryptographic hash value of the first item is bigger than that of the
second item or not. A detector will find the conjunction, compute
the cryptographic hashes of the items and provide the result by a
simple comparison.

As the output provided by ChatGPT is not deterministic, the
results obtained are too unstable to enable such a blind strategy.
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Input Output
One boy spoke up. He knew 25 x 200 = 5,000, so he guessed
that 25 x 199 could equal 4,999. Baar paused before breaking
the equation down into smaller chunks, offering a reminder
that multiplication is just adding the same number over and
over again. The group slowly caught on to the pattern until
they produced the right answer: 4,975. “I know that they can
do it,” he said after the session. “It’s a lot of giving them en-
couragement.” At Perry Street Prep, each of its roughly 450
students received extra help in math this past year, whether
in a tutoring group like the one Barr led or more time with a
teacher — an intensive push to regain academic ground lost
during the pandemic. Children across the country returned
from virtual learning much further behind in math — a subject
where each skill builds on another and gaps in understanding
can leave students lost — than they were in reading. Between
fall 2019 and 2022, national test scores sank four points in
reading and nine points in math for 13-year-olds — the largest
drop in math in half a century. And while scores have started
to improve, researchers at the testing nonprofit NWEA esti-
mated last summer that the average American eighth-grader
would still need the equivalent of nine more months of school-
ing to catch up in math, compared with seven extra months in
reading.

One [boy/student] (10) spoke up. He [knew/understood]
(15) 25 x 200 = 5,000, so he [guessed/assumed] (20)
that 25 x 199 could [equal/be equal to] (5) 4,999. Baar
[paused/hesitated] (10) before [breaking/splitting] (10) the
equation [down/into parts] (5) into [smaller/tinier] (10)
chunks, [offering/giving] (10) a [reminder/notice] (15) that
multiplication is just [adding/summing] (10) the same num-
ber [over and over again/repeatedly] (20). The group
[slowly/gradually] (5) caught on to the pattern until they [pro-
duced/derived] (20) the right answer: 4,975. “I know that they
can [do it/manage it] (5),” he said after the session. “It’s a
lot of [giving/providing] (10) them [encouragement/support]
(20).” At Perry Street Prep, each of its [roughly/about] (5) 450
students [received/got] (5) extra help in math this past year,
whether in a [tutoring/coaching] (10) group like the one Barr
led or [more/additional] (5) time with a teacher — an [inten-
sive/focused] (15) push to regain academic ground lost dur-
ing the pandemic. Children across the country [returned/came
back] (5) from virtual learning much [further/more] (10) be-
hind in math — a subject where each skill builds on another
and gaps in understanding can [leave/put] (5) students lost
— than they were in reading. Between fall 2019 and 2022,
national test scores [sank/fell] (5) four points in reading and
nine points in math for 13-year-olds — the [largest/biggest]
(5) drop in math in half a century. And while scores have
started to improve, researchers at the testing nonprofit NWEA
[estimated/projected] (10) last summer that the average Amer-
ican eighth-grader would still need the equivalent of nine more
months of schooling to [catch up/recover] (10) in math, com-
pared with seven extra months in reading.

Table 1: Input text and output (watermarking options).
Input https://www.washingtonpost.com/education/2024/07/01/math-learning-loss-pandemic-recovery

Alternatives provided as well as suitable positions in the text differ
from prompt call to prompt call. As an example, we use the first
sentence of MSFW introduction:

Original MSFW 2025 Overview: ”The exponential growth in
digital media accessibility, spanning images, audio, video, graph-
ics, and text, has sparked the development of novel applications,
while also introducing a host of significant security challenges
and risks.”

Result 1: The [exponential/rapid] (30) growth in digital media
accessibility, spanning [images/pictures] (10), [audio/sound] (15),
[video/visuals] (25), [graphics/designs] (20), and [text/written
content] (10), has sparked the development of [novel/new] (15)
applications, while also introducing a host of [significant/serious]
(20) security [challenges/issues] (15) and risks.

Result 2: The exponential [growth/expansion] (15) in dig-
ital media [accessibility/availability] (10), spanning images,
audio, video, graphics, and text, has [sparked/triggered] (20)
the development of novel [applications/uses] (10), while also
[introducing/posing] (25) a host of significant security [chal-
lenges/concerns] (20) and risks.

As a result, our proposed approach requires a strong non-
blind strategy. Strong means that not only the original cover
needs to be available, but also the alternatives suggested by
ChatGPT. Otherwise, one could only compare the cover and
the marked cover and find all positions where words have been
changed. In this case, only sequences of 1s could be retrieved
because we only identify the positions where alternative 2 was
used.

General Watermarking Design Options
The focus of this work is the use of ChatGPT to provide text

alternatives for natural language watermarking. However, some
general aspects should be briefly discussed. The security of the
watermark against attacks is limited. Using ChatGPT with the
embedding prompt on the marked cover is likely to produce colli-
sions of alternative positions and thus allow distortion of the em-
bedded message. The robustness of this type of text watermark is
of limited relevance. Noise and quality degradation as in audio or
video due to scaling and lossy compression will not occur. The
most comparable process might be printing, scanning, and apply-
ing OCR. This could introduce noise in the form of OCR errors.
But modifying the watermark detection to be robust against these
errors should be straightforward, since the only challenge is to
decide which alternative was used.

This method does not use a traditional watermarking key that
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controls the position of the watermark or similar aspects. The
”key” is the cover with the alternatives created in the first step of
the process. Of course, a key can be used to encrypt the embedded
message.

Evaluation
As a first proof of concept, we use the embedding prompt on

a single news article and discuss the results. We show an exam-
ple of a source (cover) and the watermarking options in Table 1.
Identified watermarking options are listed in Table 2. Two result-
ing example marked texts are given in Table 3.

One mistake made by the generation of embedding options
is shown in bold case in the output from Table 1. The section ”...
equation [down/into parts] (5) into [smaller/tinier] (10) chunks...”
can produce the word sequence ”...equation into parts into smaller
chunks...”. This causes confusion during reading. One simple
countermeasure would be to enforce a minimal distance of em-
bedding positions to prevent interaction of watermarking options.

Detection of the embedded message using the reference (ex-
ample shown in the Table 5) is, as expected, reliable and straight-
forward: the marked cover is scanned for positions of alternatives,
the choice is noted, and the corresponding bit is added to the se-
quence.

No. Term Options
1 student boy / student
2 understood knew / understood
3 guessed guessed / assumed
4 equal equal / be equal to
5 paused paused / hesitated
6 breaking breaking / splitting
7 down down / into parts
8 smaller smaller / tinier
9 giving offering / giving

10 notice reminder / notice
11 adding adding / summing
12 repeatedly over and over again / repeatedly
13 slowly slowly / gradually
14 manage it do it / manage it
15 providing giving / providing
16 encouragement encouragement / support
17 about roughly / about
18 got received / got
19 tutoring tutoring / coaching
20 more more / additional
21 focused intensive / focused
22 came back returned / came back
23 more further / more
24 fell sank / fell
25 largest largest / biggest
26 projected estimated / projected
27 recover catch up / recover

Table 2: Term and Replacement Table
We ran a limited number of tests to verify that the approach

was generic. As performance indicators, we calculated the num-
ber of suggested alternatives divided by the number of words in
the passage (BpW = Bits per Word). We also calculated the ex-
pected number of bits to be embedded per page (BpP). A page was

estimated to have 275 words. The covers were taken from Project
Gutenberg1 and the NBC News website2. The first seven exam-
ples in Table 4 are from the former, the last three from the latter.
News articles seem to produce fewer suggested alternatives. For
the news articles, the payload would not be sufficient to encode a
user ID, for example, to monitor content theft, since we can ex-
pect only a few pages per article. For Project Gutenberg content,
the payload would be sufficient to embed user IDs with typical
watermark lengths of 32 to 64 bits, often even on a single page.

Standard readability measures [3] like Flesch Kincaid Read-
ing Ease are not influenced by the marking process. This is not
surprising as they are based on word and syllables counts which
are not significantly changed by the embedding process. Flesch
Kincaid Reading Ease scores for the original is 64.2, for the two
marked versions scores were 65.2 and 62.8. It must be noted that
while these measures are widely used, there is also criticism about
their actual meaningfulness [9].

We also used ChatGPT 4o to compare the original and a
marked example: ”Text 1 (the original) remains the higher-quality
text in terms of readability, linguistic accuracy, coherence, and
style. Text 2 (the second marked version) is coherent and under-
standable but contains minor linguistic inaccuracies and stylistic
redundancies that make it weaker than Text 1.”. The LLM es-
pecially mentions ”into parts into tinier chunks” is redundant, as
”parts” and ”chunks” mean the same thing.”

A reliable evaluation of the resulting text quality would re-
quire a standardized procedure with human readers.

Table 7 shows the result of the quality score prompt above,
which identifies some problematic areas that could occur in the
marked cover. Table 8 shows the alteration in change strength
assigned to the word pairs. Based on this, transparency can be
improved by the cost of capacity.

Watermark detection is not blind, as can be seen in the
prompt above. An example of detection results for the marked
cover on the left from Table 3 is given in Table 5.

Table 6 shows the reason this approach is a non-blind wa-
termarking strategy, requiring the cover with a set of alternatives
for detecting the watermark. Proprietary LLMs, like ChatGPT, do
not use seed values like GenAI image generators do. The results
of a task show a certain randomness, so to detect the watermark
reliably, one needs the full reference. To address this issue, open-
source LLMs such as LLama [14] and Mistral [5] can serve as
alternatives as they provide options to enforce deterministic text
generation.

Discussion
The experiments conducted in this work demonstrate that the

proposed concept is functional and effectively supports the de-
sired outcomes. The results indicate that the embedding method
can successfully embed information in cover texts without signif-
icant loss of quality or transparency, thus validating the feasibility
of the approach.

The transparency of the tagged cover text was found to be
satisfactory, especially when appropriate precautions are taken to
avoid errors during the embedding process. By enforcing rigorous
cross-checking procedures, the likelihood of errors is minimized,

1www.gutenberg.org/ebooks
2www.nbcnews.com
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One boy spoke up. He understood 25 x 200 = 5,000, so he
guessed that 25 x 199 could be equal to 4,999. Baar paused
before splitting the equation down into tinier chunks, offering
a reminder that multiplication is just adding the same number
over and over again. The group slowly caught on to the pattern
until they derived the right answer: 4,975.
“I know that they can manage it,” he said after the session.
“It’s a lot of providing them encouragement.”
At Perry Street Prep, each of its about 450 students received
extra help in math this past year, whether in a tutoring group
like the one Barr led or more time with a teacher — an inten-
sive push to regain academic ground lost during the pandemic.
Children across the country came back from virtual learning
much further behind in math — a subject where each skill
builds on another and gaps in understanding can put students
lost — than they were in reading.
Between fall 2019 and 2022, national test scores sank four
points in reading and nine points in math for 13-year-olds
— the largest drop in math in half a century. And while
scores have started to improve, researchers at the testing non-
profit NWEA estimated last summer that the average Ameri-
can eighth-grader would still need the equivalent of nine more
months of schooling to catch up in math, compared with seven
extra months in reading.

One boy spoke up. He understood 25 × 200 = 5,000, so he
guessed that 25 × 199 could equal 4,999. Baar paused before
breaking the equation into parts into tinier chunks, giving a
reminder that multiplication is just summing the same number
repeatedly. The group gradually caught on to the pattern until
they derived the right answer: 4,975.
“I know that they can do it,” he said after the session. “It’s a
lot of giving them encouragement.”
At Perry Street Prep, each of its about 450 students received
extra help in math this past year, whether in a coaching group
like the one Barr led or more time with a teacher — an fo-
cused push to regain academic ground lost during the pan-
demic. Children across the country came back from virtual
learning much more behind in math — a subject where each
skill builds on another and gaps in understanding can leave
students lost — than they were in reading.
Between fall 2019 and 2022, national test scores fell four
points in reading and nine points in math for 13-year-olds
— the biggest drop in math in half a century. And while
scores have started to improve, researchers at the testing non-
profit NWEA estimated last summer that the average Ameri-
can eighth-grader would still need the equivalent of nine more
months of schooling to catch up in math, compared with seven
extra months in reading.

Table 3: Two marked covers compared. Marked by 29 bit random message stated at the top.

Title and Author Words Alt BpW BpP
A History of Art for Beginners and Students:
Painting, Sculpture, Architecture
Clara Erskine Clement Water

290 18 0.06 19

Bad and Mad
W. C. Tuttle

429 44 0.10 69

Larry Dexter and the Bank Mystery
Raymond Sperry

248 10 0.04 9

Elementary Cryptanalysis
Helen Gaines

254 26 0.10 24

Frankenstein; Or, The Modern Prometheus
Mary Wollstonecraft Shelley

384 44 0.11 61

From Tenderfoot to Golden Eaglet
Amy Ella Blanchard

263 18 0.07 17

Monograms & Ciphers
A. A. Turbayne

430 18 0.04 28

Unburned Areas Are Really a Concern
Marlene Lenthang

137 9 0.07 4

Extremely Dangerous’ Fire Conditions
Patrick Smith

121 7 0.06 3

JD Vance Says Violent Jan. 6 Rioters
Shouldn’t Receive Pardons
Alexandra Marquez and Alex Tabet

391 5 0.01 7

Table 4: Ten examples for covers and their performance.
BpW = Bit per Word, BpP= Bit per Page

ensuring text quality while still embedding the required informa-
tion.

The payload capacity of the method has been shown to be
sufficient for specific applications such as transactional water-
marking in e-books. The amount of information that can be em-
bedded in the cover text is sufficient for watermarking purposes,
where small but critical information needs to be discreetly in-
serted into the content without overwhelming the natural flow of
the text.

While the current experiments provide a solid foundation for
the proposed concept, they are inherently limited in scope. The
variety of cover texts tested and the range of potential use cases
remain constrained within the boundaries of this initial study. Ex-
panding the experiments to include a broader set of cover texts
from different domains and extending the evaluation to real-world
applications will be essential to assessing the robustness and ap-
plicability of the method.

The paper is not novel in the sense of the watermarking strat-
egy. Papers like [13, 2] proposed NLP-based approaches 20 years
ago. The novel aspect in our work is to show how well generic
NLP systems like ChatGPT can be applied to execute such strate-
gies. In previous works highly specialized NLP systems needed
to be designed, often with many limitations. Today a generic tool
like ChatGPT is sufficient to achieve comparable results with the
right prompt. It can also be applied to verify the transparency of
the suggested options by evaluating the impact of the changes to
the text quality.

Future Work
Future work should involve the full evaluation of the pro-

posed method using a large and diverse set of cover texts across
various categories. This will ensure that the approach’s perfor-
mance is robust and adaptable to different types of textual data,
thus assessing its generalizability and scalability.

A key area for further investigation is the creation of a stan-
dardized methodology for evaluating the quality of the marked
cover texts, particularly focusing on transparency assurance. This
would involve assessing the degree to which the embedded water-
marks do not affect the readability or meaning of the cover text,
and ensuring that transparency remains intact while embedding
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Alternatives Chosen Option Bit
[boy/student] boy 0
[knew/understood] understood 1
[guessed/assumed] guessed 0
[equal/be equal to] be equal to 1
[paused/hesitated] paused 0
[breaking/splitting] splitting 1
[down/into parts] down 0
[smaller/tinier] tinier 1
[offering/giving] offering 0
[reminder/notice] reminder 0
[adding/summing] adding 0
[over and over again/repeatedly] over and over again 0
[slowly/gradually] slowly 0
[produced/derived] derived 1
[do it/manage it] manage it 1
[giving/providing] providing 1
[encouragement/support] encouragement 0
[roughly/about] about 1
[received/got] received 0
[tutoring/coaching] tutoring 0
[more/additional] more 0
[intensive/focused] intensive 0
[returned/came back] came back 1
[further/more] further 0
[leave/put] put 1
[sank/fell] sank 0
[largest/biggest] largest 0
[estimated/projected] estimated 0
[catch up/recover] catch up 0

Table 5: Detected Binary Message

the information.
The research could also move towards blind methods, where

the process of embedding and detecting the hidden information
can occur without prior knowledge of the marking positions. This
would include developing techniques for the stable and reliable
identification of optimal marking positions, as well as designing
methods for mapping bit values to suitable alternative words or
phrases to ensure blind detectability.
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Alternative A Alternative B
One [boy/student] (10) spoke up. He knew [25 x
200 = 5,000/that 25 times 200 equals 5,000] (15), so
he [guessed/assumed] (10) that 25 x 199 could equal
[4,999/4,999 exactly] (5). Baar [paused/halted briefly] (20)
before [breaking down/splitting] (15) the equation into smaller
[chunks/sections] (5), offering a [reminder/prompt] (5) that
multiplication is just [adding/repeating] (10) the same number
over and over again. The group slowly [caught on/understood]
(15) to the pattern until they produced the [right/correct] (5)
answer: 4,975. “I know that they can do it,” he said af-
ter the [session/class] (10). “It’s a lot of [giving/providing]
(5) them encouragement.” At Perry Street Prep, each of its
roughly [450/about 450] (5) students received extra help in
math this past year, whether in a tutoring group like the one
Barr led or more time with a teacher — an [intensive/strong]
(15) push to [regain/recover] (10) academic ground lost during
the pandemic. Children across the country returned from vir-
tual learning [much further behind/significantly behind] (10)
in math — a subject where each skill [builds upon/develops
from] (10) another and gaps in understanding can leave stu-
dents [lost/confused] (10) — than they were in reading. Be-
tween fall 2019 and 2022, national test scores [sank/dropped]
(15) four points in reading and nine points in math for 13-year-
olds — the largest drop in math in half a century. And while
scores have started to [improve/recover] (10), researchers at
the testing nonprofit NWEA [estimated/predicted] (5) last
summer that the average American eighth-grader would still
need the equivalent of nine more months of schooling to [catch
up/make up for lost time] (15) in math, compared with seven
extra months in reading.

One [boy/child] (10) spoke up. He knew [25 x 200 = 5,000/25
times 200 is 5,000] (10), so he [guessed/thought] (5) that
25 x 199 could equal [4,999/close to 5,000] (15). Baar
[paused/hesitated] (20) before [breaking/splitting] (10) the
equation down into smaller [chunks/steps] (5), offering a [re-
minder/note] (5) that multiplication is just [adding the same
number repeatedly/repeating the same number through ad-
dition] (15). The group slowly [caught on/understood] (20)
to the pattern until they produced the [right/correct] (5) an-
swer: 4,975. “I know that they can do it,” he said after the
[session/lesson] (5). “It’s a lot of [giving/offering] (5) them
encouragement.” At Perry Street Prep, each of its roughly
[450/about 450] (5) students received extra help in math this
past year, whether in a tutoring group like the one Barr led
or more time with a teacher — an [intensive/strong] (10)
push to [regain/recover] (10) academic ground lost during the
pandemic. Children across the country returned from vir-
tual learning [much further behind/significantly behind] (10)
in math — a subject where each skill [builds on/develops
from] (5) another and gaps in understanding can leave stu-
dents [lost/confused] (10) — than they were in reading. Be-
tween fall 2019 and 2022, national test scores [sank/dropped]
(10) four points in reading and nine points in math for 13-
year-olds — the largest drop in math in [half a century/50
years] (20). And while scores have started to [improve/get
better] (5), researchers at the testing nonprofit NWEA [es-
timated/predicted] (5) last summer that the average Amer-
ican eighth-grader would still need the equivalent of [nine
more/around nine additional] (5) months of schooling to
[catch up/recover the lost progress] (10) in math, compared
with [seven extra months/seven more months] (5) in reading.

Table 6: ChatGPT will not provide identical alternatives if asked several times. Here are two additional examples
of change options. First three different options are bold.

Open foundation and fine-tuned chat models, 2023.
[15] Ruisi Zhang, Shehzeen Samarah Hussain, Paarth Neekhara, and

Farinaz Koushanfar. {REMARK-LLM}: A robust and efficient wa-
termarking framework for generative large language models. In 33rd
USENIX Security Symposium (USENIX Security 24), pages 1813–
1830, 2024.
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Problematic Area Explanation
”be equal to” instead of
”equal”

While not a severe issue, it
sounds slightly more formal
and less fluid in casual con-
texts.

”hesitated” instead of
”paused”

”Hesitated” may imply inde-
cision, which could alter the
intended meaning.

”notice” instead of ”re-
minder”

”Notice” feels less natural
compared to ”reminder” in
this context.

”summing” instead of
”adding”

”Summing” sounds more
formal and technical.

”repeatedly” instead of
”over and over again”

Both are clear, but ”repeat-
edly” is more technical.

”giving a notice” Feels awkward compared to
”offering a reminder.”

”put students lost” instead of
”leave students lost”

This phrase is awkward.
”Leave students lost” is
more natural.

Table 7: Problematic Areas
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Original suggestions Review results
One [boy/child] (10) spoke up. He [knew/understood] (15) 25
x 200 = 5,000, so he [guessed/assumed] (20) that 25 x 199
could [equal/be equal to] (5) 4,999. Baar [paused/hesitated]
(10) before [breaking/splitting] (10) the equation [down/into
parts] (5) into [smaller/tinier] (10) chunks, [offering/giving]
(10) a [reminder/notice] (15) that multiplication is just
[adding/summing] (10) the same number [over and over
again/repeatedly] (20). The group [slowly/gradually] (5)
caught on to the pattern until they [produced/derived] (20) the
right answer: 4,975.
“I know that they can [do it/manage it] (5),” he said after the
session. “It’s a lot of [giving/providing] (10) them [encour-
agement/support] (20).”
At Perry Street Prep, each of its [roughly/about] (5) 450 stu-
dents [received/got] (5) extra help in math this past year,
whether in a [tutoring/coaching] (10) group like the one Barr
led or [more/additional] (5) time with a teacher — an [inten-
sive/focused] (15) push to regain academic ground lost dur-
ing the pandemic. Children across the country [returned/came
back] (5) from virtual learning much [further/more] (10) be-
hind in math — a subject where each skill builds on another
and gaps in understanding can [leave/put] (5) students lost —
than they were in reading.
Between fall 2019 and 2022, national test scores [sank/fell]
(5) four points in reading and nine points in math for 13-year-
olds — the [largest/biggest] (5) drop in math in half a cen-
tury. And while scores have started to improve, researchers
at the testing nonprofit NWEA [estimated/projected] (10) last
summer that the average American eighth-grader would still
need the equivalent of nine more months of schooling to [catch
up/recover] (10) in math, compared with seven extra months
in reading.

One [boy/child] (10) spoke up. He [knew/understood] (15) 25
x 200 = 5,000, so he [guessed/assumed] (20) that 25 x 199
could [equal/be equal to] (99) 4,999. Baar [paused/hesitated]
(99) before [breaking/splitting] (10) the equation [down/into
parts] (5) into [smaller/tinier] (10) chunks, [offering/giving]
(10) a [reminder/notice] (99) that multiplication is just
[adding/summing] (99) the same number [over and over
again/repeatedly] (99). The group [slowly/gradually] (5)
caught on to the pattern until they [produced/derived] (20) the
right answer: 4,975.
“I know that they can [do it/manage it] (5),” he said after the
session. “It’s a lot of [giving/providing] (10) them [encour-
agement/support] (20).”
At Perry Street Prep, each of its [roughly/about] (5) 450 stu-
dents [received/got] (5) extra help in math this past year,
whether in a [tutoring/coaching] (10) group like the one Barr
led or [more/additional] (5) time with a teacher — an [inten-
sive/focused] (15) push to regain academic ground lost dur-
ing the pandemic. Children across the country [returned/came
back] (5) from virtual learning much [further/more] (10) be-
hind in math — a subject where each skill builds on another
and gaps in understanding can [leave/put] (99) students lost —
than they were in reading.
Between fall 2019 and 2022, national test scores [sank/fell]
(5) four points in reading and nine points in math for 13-year-
olds — the [largest/biggest] (5) drop in math in half a cen-
tury. And while scores have started to improve, researchers
at the testing nonprofit NWEA [estimated/projected] (10) last
summer that the average American eighth-grader would still
need the equivalent of nine more months of schooling to [catch
up/recover] (10) in math, compared with seven extra months
in reading.

Table 8: Based on ChatGPT review, problematic areas can be set to a high change strength of 99.

IS&T International Symposium on Electronic Imaging 2025
Media Watermarking, Security, and Forensics 2025 298-9



• SHORT COURSES • EXHIBITS • DEMONSTRATION SESSION • PLENARY TALKS • 
• INTERACTIVE PAPER SESSION • SPECIAL EVENTS • TECHNICAL SESSIONS • 

Imaging across applications . . .  Where industry and academia meet!

JOIN US AT THE NEXT EI!

www.electronicimaging.org


