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Abstract
In the era of data-driven decision making, cities and commu-

nities are increasingly seeking ways to effectively gather insights
from public feedback and comments to shape their research and
development initiatives. Town hall community meetings serve as
a valuable platform for citizens to express their opinions, con-
cerns, and ideas about various aspects of city life. In this study,
we aim to explore the effectiveness of different keyword extrac-
tion tools and similarity matching algorithms in matching town
hall community comments with city strategic plans and current
research opportunities. We employ KPMiner, TopicRank, Multi-
partiteRank, and KeyBERT for keyword extraction, and evaluate
the performance of cosine similarity, word embedding similar-
ity, and BERT-based similarity for matching the extracted key-
words. By combining these techniques, we aim to bridge the gap
between community feedback and research initiatives, enabling
data-driven decision-making in urban development. Our findings
will provide valuable insights for more inclusive and informed
strategies, ensuring that citizen opinions and concerns are effec-
tively incorporated into city planning and development efforts.

Index Term - Artificial Intelligence, Community Research
Partnership, Document Matching, Information Retrieval, Key-
word Extraction Tool, Web Application.

Introduction
Public feedback plays a vital role in data-driven decision-

making, providing valuable insights into community needs and
priorities. By incorporating public input, policymakers can tailor
policies and initiatives to address specific community concerns,
fostering transparency and trust in governance. This approach
not only enhances responsiveness to emerging issues but also pro-
motes equity by ensuring that decision-making reflects the diverse
perspectives of the community [1]. Overall, active engagement
with the public enriches the decision-making process, leading to
more effective and inclusive outcomes for the community.

Keyword extraction tools are instrumental in distilling in-
sights from public feedback and community comments, aiding
decision-makers in understanding prevalent themes and concerns.
These tools automatically identify and extract relevant keywords
or phrases from large text datasets, allowing decision-makers to
grasp sentiments, topics, and issues expressed by the community.
By applying keyword extraction techniques, decision-makers can
discern patterns and trends within feedback, focusing on key ar-
eas of interest to address effectively [2]. Ultimately, leveraging
these tools enables more informed and targeted decision-making
processes aligned with community needs and priorities, fostering

transparency and accountability in governance.
Employing diverse matching algorithms enhances the corre-

lation between public feedback keywords and city planning doc-
uments, fostering nuanced insights [3]. By integrating methods
like cosine similarity and BERT-based similarity, decision-makers
gain a comprehensive understanding of relevance. This approach
enables prioritization and resource allocation based on seman-
tic and contextual similarities. Comparing algorithm outcomes
guides the selection of the most effective approach for future
matching tasks, facilitating data-driven urban development deci-
sions. Nadim emphasises on the AI-based applications and the se-
curity aspects of community-based research partnership platforms
[4].

The rest of the paper is structured as follows: Section II
presents the background about selected KE tools, different meth-
ods for converting textual data into machine readable forms, and
different textual similarity matching methods. Section III includes
a brief overview of San Antonio Research Partnership Portal, Sys-
tem design of this experiment, a detailed discussion about data
used in this experiment, and a discussion about the result. Finally,
the concluding remarks are outlined in Section IV.

II. Background
This section introduces the selected KE tools. The selec-

tion process is based on the comparative analysis on unsuper-
vised KE tools [5]. The selected KE tools also represent differ-
ent undying methods including statistical-based, graph-based, and
machine learning-based. The section also presents the techniques
to convert the textual data into machine readable formats. Finally,
it briefly discusses the selected text similarity methods.

A. Keyword Extraction Tools
A keyword extraction tool is a software application or algo-

rithm that automatically identifies and extracts important words or
phrases from a given text [6]. These tools are designed to assist in
information retrieval, content analysis, and other natural language
processing tasks. We have selected four different KE tools for
this experiment that represent different undying methods includ-
ing statistical-based, graph-based, and machine learning-based.

1. KPMiner: El-Beltagy and Rafea introduced KPMiner,
an unsupervised keyword extraction method utilizing a modified
Tf-Idf approach with n-grams [7]. The method involves three key
stages: candidate keyword selection, weight calculation, and key-
word refinement, integrating statistical features to ensure robust
keyword selection and balancing scores between compound and
single keywords.
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2. TopicRank: TopicRank utilizes a graph-based approach
to extract significant keywords from documents by clustering re-
lated keywords and employing a variant of TextRank to identify
the most crucial keywords within each cluster [8]. The method
constructs a graph representing identified topics, where nodes
represent topics and edges represent the similarity between top-
ics. This method is beneficial for identifying important topics that
may not be captured by individual keywords.

3. MultipartiteRank: MultipartiteRank constructs a multi-
partite graph representing both individual documents and phrases
within them, utilizing a modified PageRank algorithm to consider
the bipartite structure and importance of each phrase [9]. It pro-
duces representative keywords for entire document collections,
incorporating positional information into edge weights, resulting
in a bias toward keywords that appear earlier in the text.

4. KeyBERT: KeyBERT, a cutting-edge keyword extraction
tool by Maarten Grootendorst, employs pre-trained word embed-
ding models to identify crucial words or phrases in documents
[10]. Using scikit-learn’s CountVectorizer class, it generates po-
tential keywords and computes pairwise cosine similarity scores
between each keyword and the document’s embedding vector,
ranking them accordingly. Additionally, KeyBERT offers diversi-
fication options such as Maximal Marginal Relevance (MMR) or
Max Sum Distance (MaxSum) measures.

B. Conversion to Machine Format

Word vectorization converts words or text into numerical
vectors in high-dimensional space, aiming to capture semantic
and syntactic relationships for machine understanding of human
language. Various methods, from basic count-based approaches
like Bag-of-Words to advanced models like BERT, are employed
for word vectorization in natural language processing tasks.

1. Bag-of-Words: Bag-of-Words techniques like CountVec-
torizer and TfidfVectorizer convert text into numerical represen-
tations for natural language processing. CountVectorizer creates
vectors by counting word occurrences, while TfidfVectorizer as-
signs weights based on term frequency and inverse document
frequency, highlighting unique document characteristics. These
techniques are vital for tasks like information retrieval and text
classification, enabling accurate analysis by emphasizing word
significance.

2. Word Embedding: Word2Vec is a popular word embed-
ding method that represents words as dense vectors in a continu-
ous space, capturing semantic relationships [11]. It learns these
representations by training on large text datasets using CBOW or
Skip-gram models. The resulting embeddings enable operations
like vector arithmetic and finding nearest neighbors, proving ef-
fective in language modeling and document classification tasks.

3. Transformars: BERT, a transformative word vector-
ization model, utilizes a bidirectional transformer architecture
to capture contextual nuances in language [12]. Pre-trained on
vast text datasets, BERT learns rich representations of words for
downstream tasks like sentiment analysis and text classification.
Its bidirectional learning and contextual understanding have pro-
pelled it to the forefront of natural language processing, achieving
state-of-the-art performance across various benchmarks.

C. Similarity Measure Algorithms
Text similarity measure algorithms are crucial in natural lan-

guage processing and text analysis, facilitating tasks like plagia-
rism detection and recommendation systems. These methods in-
clude lexical-based approaches, which compare texts based on
word occurrence and frequency, statistical methods like the Jac-
card index, and semantic-based methods, which focus on captur-
ing word meaning and context using techniques such as word em-
beddings or topic modeling. Each method offers valuable insights
for analyzing and understanding textual data, catering to diverse
purposes like document clustering and information retrieval.

1. Jaccard Similarity: Jaccard similarity quantifies the
overlap between two sets by dividing the size of their intersec-
tion by the size of their union, offering a range from 0 to 1 where
0 indicates no similarity and 1 signifies complete similarity [13].
While useful for disregarding word order and frequency, it over-
looks element importance and semantic nuances, making it ideal
for scenarios prioritizing set presence over contextual meaning.

2. Cosine Similarity: Cosine similarity measures the sim-
ilarity between two vectors in a high-dimensional space, com-
monly used in text analysis to compare word representations of
documents or sentences, considering both direction and magni-
tude [14]. While effective in capturing semantic similarities, it
may overlook linguistic nuances and is influenced by the quality
of word representations, yet it remains valuable for various text
analysis tasks.

3. Levenshtein Distance Similarity: Levenshtein distance
quantifies the difference between two strings by measuring the
minimum number of single-character edits needed to transform
one into the other, valuable for tasks like spell checking and DNA
sequence alignment [15]. While useful for structural compar-
isons, it does not account for semantic meaning and can be com-
putationally intensive for lengthy strings, yet it remains essential
for various text analysis applications.

4. Word Mover’s Distance Similarity: Word Mover’s Dis-
tance (WMD) measures text similarity by considering the se-
mantic relationships between words, leveraging word embeddings
like Word2Vec or GloVe [16]. By calculating the minimum cu-
mulative distance that words need to travel between two docu-
ments, WMD provides a nuanced measure of similarity, particu-
larly valuable for capturing semantic nuances across documents
with varying lengths or word distributions.

III. Experiment
In this section, the testbed of this experiment, San Antonio

Research Partnership Portal is briefly discussed before explain-
ing the system designed for this experiment. The data collection
process and details about the data being used in this experiment
is also discussed in this section. Finally, this section presents the
results and discussion of this experiment.

A. San Antonio Research Partnership Portal
The San Antonio Research Partnership Portal facilitates col-

laboration between academic researchers and industry in San An-
tonio, Texas, serving as a centralized hub for knowledge exchange
and research collaboration [17]. By bridging academia and indus-
try, the portal aims to drive innovation, economic growth, and
societal impact through interdisciplinary research teams and tech-
nology commercialization [18]. Providing a user-friendly inter-
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Figure 1. Designed system to match public comment from town hall meeting with research opportunities from San Antonio Research Partnership Portal.

face and powerful search functionalities, the portal enables re-
searchers to showcase expertise and ongoing projects while allow-
ing industry partners to outline research needs and explore collab-
orations, ultimately enhancing San Antonio’s research ecosystem
and competitiveness.

B. System Design
The system is designed to integrate the KE tools and match-

ing methods to find the similarity between public comments from
the town hall meetings and city documents like strategic plans or
research opportunities. Figure 1 shows the design of the system
developed for this experimental evaluation.

C. Experimental Data
The data of this experiment is collected from different

sources and in different formats. The public feedback is collected
from City of San Antonio (CoSA) Youtube channel. In 2023,
they have organized eight in-person and two virtual town hall
meetings. Public feedback as comment is collected from these
video recordings. The strategic plans are collected by searching
into the departmental website of five different city departments
of CoSA. And San Antonio Research Partnership Portal contains
the research opportunities collected for this experiment. To eval-
uate the different KE tools and matching methods, a ground truth
is constructed by human evaluation. The data in strategic plan
contains 5% positive class and 95% negative class. For the re-
search opportunities, on-going opportunities from seven different
city departments are collected. The data in research opportunity
contains 4% positive class and 96% negative class. After the data
collection, the data is cleaned using some commonly used pre-
processing steps like removing punctuation, removing stop word,
work tokenization, and lemmatizing words.

D. Software Tools
FuzzyWuzzy: FuzzyWuzzy, a Python library, employs the

Levenshtein distance algorithm for fuzzy string matching, offer-
ing functions like partial ratio to compare partial matches and
token set ratio to assess similarity based on unique tokens, disre-
garding their order. Another function, token sort ratio, evaluates
similarity considering the sorted tokens’ order, ideal for compar-
ing strings with similar words but varying arrangements or addi-
tional words.

SpaCy: SpaCy is a popular Python library for natural lan-

guage processing that offers efficient and accurate tools for text
similarity calculation. With its pre-trained word vectors, such as
the popular en core web md model, SpaCy can measure the sim-
ilarity between two texts by comparing the similarity of their con-
stituent words. By leveraging semantic information encoded in
word embeddings, SpaCy captures both exact word matches and
semantic similarities. To use SpaCy for text similarity, load the
pre-trained word vectors, process the texts with SpaCy’s pipeline,
and then compare their similarity using the similarity() method.

Gensim: The Gensim library in Python offers tools for com-
puting Word Mover’s Distance (WMD) using the WmdSimilarity
class, requiring a Word2Vec model trained on a corpus or pre-
trained embeddings. Initializing a WmdSimilarity instance with
the query document and Word2Vec model enables calculation of
the semantic similarity, considering the distributional similarity
of word embeddings and the transformation movement between
sets of embeddings. This method is valuable for assessing seman-
tic similarity, especially with varied document lengths and vo-
cabulary, leveraging the KeyedVectors class for efficient handling
of pre-trained embeddings from diverse formats like word2vec,
GloVe, or FastText.

Scikit-Learn: Scikit-learn provides the cosine similarity
function in its pairwise module for computing cosine simi-
larity between sample sets or documents, complemented by
versatile vectorizers like CountVectorizer and TfidfVectorizer.
CountVectorizer converts documents into matrices of term fre-
quencies, while TfidfVectorizer additionally weighs word impor-
tance across the corpus using TF-IDF. These tools offer user-
friendly means of converting text data into numerical represen-
tations for machine learning applications, enhancing their utility
in natural language processing tasks.

Transformer: The transformer package in Python is a pow-
erful tool for natural language processing (NLP) tasks. It is based
on the transformer architecture, which has revolutionized the field
of NLP. The transformer package provides a set of pre-trained
models, such as BERT, GPT, and T5, that can be used for various
tasks like text classification, named entity recognition, machine
translation, and more. These models are capable of capturing
complex linguistic patterns and contextual relationships in text.
The transformer package also includes modules for tokenization,
attention mechanisms, and model training, making it a compre-
hensive solution for building advanced NLP models.
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E. Evaluation Metrics
Precision: Precision metric is used to evaluate the accuracy

of a model’s prediction and it is defined as the ratio of the true
positive predictions to the total number of predictions made by
the model.

Precision =
Number o f correct instances

Number o f predicted instances
(1)

Recall: Recall metric is used to evaluate the effectiveness
of a model in identifying all relevant instances and defined as the
ratio of true positive prediction to the total number of actual in-
stances in the data.

Recall =
Number o f correct instances
Number o f actual instances

(2)

F-score: F-score is used to evaluate the overall performance
of a model and it is the harmonic mean of precision and recall that
balances the trade-off between them.

F − score =
(

1+β
2
) precision∗ recall

β 2 ∗ precision+ recall
(3)

When β = 1, it is called F1-score. F1-score is a good metric
to use in situations where both precision and recall are important,
and where we need to balance the trade-off between the two met-
rics to optimize overall performance.

Accuracy: Accuracy is a commonly used metric to evaluate
the performance of a classification model. It represents the ratio
of correctly predicted instances to the total number of instances
in the dataset. The accuracy score provides an overall measure of
how well the model predicts the correct class labels.

Accuracy =
Correctly predicted instances

Number o f total instances
(4)

F. Results and Discussions
Two systems are designed to evaluate the performance of dif-

ferent KE tools and text similarity matching methods. The first
system matches the public comments with city strategic plan and
the second system matches the public comments with research
opportunities.

1. Public Feedback to Strategic Planning
The first system is an innovative application that transforms

the way public feedback is integrated into strategic planning pro-
cesses. Leveraging advanced natural language processing, it sys-
tematically analyzes community input, extracting insights to align
with existing strategic plans. By bridging the gap between pub-
lic sentiment and governance, this application enables decision-
makers to make informed, responsive, and community-centric de-
cisions, driving greater transparency, inclusivity, and effective-
ness in governance.

Figure 2 presents a comparative analysis of the performance
of various KE and similarity measure tools in terms of their
F-scores. In this figure, different KE tools such as KPMiner,
TopicRank, MultipartiteRank, KeyBERT(mmr), and a baseline
method without a KE tool (denoted as X) are evaluated across
several similarity measures. The results indicate that KPMiner
and TopicRank generally achieve the highest F-scores across most
similarity measures, suggesting they are the most effective KE

Figure 2. F-score of system 1 experiment.

tools for this dataset. MultipartiteRank and KeyBERT(mmr) also
perform well but show some variability depending on the specific
similarity measure used. The baseline method (X), which does not
utilize any KE tool, consistently exhibits lower F-scores, under-
scoring the importance and effectiveness of applying KE tools to
improve text similarity measurements. This comprehensive anal-
ysis demonstrates that employing advanced KE tools significantly
enhances the F-score of text similarity assessments, particularly in
applications requiring precise text analysis and comparison.

The accuracy results depicted in the figure 3 highlight the
performance of various KE and text similarity measure tools,
evaluated across multiple configurations. The baseline system
without any KE tool is denoted by X. Cosine CountVectorizer
measure consistently shows high accuracy when paired with KE
tools, indicating that even simpler vector-based methods can be
effective when combined with strong KE tools. Cosine Tfid-
fVectorizer shows competitive performance, especially when inte-
grated with KPMiner, TopicRank, and MultipartiteRank, indicat-
ing its robustness in capturing text similarity. Fuzzy measures also
perform well across various KE tools. Their accuracy is notably
higher when used with KPMiner and TopicRank, although not as
high as Cosine TfidfVectorizer. SpaCy, which leverage advanced
NLP techniques, show moderate to high accuracy. SpaCy, when
used with KPMiner and MultipartiteRank, performs notably well,
reflecting the benefit of using pre-trained word vectors for seman-
tic similarity. Cosine BERT shows the lowest accuracy among all
the similarity measures across different KE tools. This suggests

Figure 3. Accuracy of system 1 experiment.
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that, despite BERT’s powerful contextual embeddings, it might
not be the most effective in this particular experiment. The com-
plexity and the computational requirements of BERT could con-
tribute to this lower performance. Additionally, it indicates that
BERT embeddings may not align well with the public feedback
and strategic plan data in this context, potentially due to domain-
specific nuances that BERT did not capture effectively. Cosine
Tfidf lsa exhibits high accuracy, particularly with TopicRank and
KPMiner, which indicates its effectiveness in this context. This
high performance suggests that traditional methods like TF-IDF,
when properly tuned, can outperform more complex models like
BERT in specific scenarios. The baseline performance without
any KE tool is generally lower across all similarity measures. This
underscores the importance of KE tools in enhancing text similar-
ity matching, thereby improving the overall accuracy.

2. Public Feedback to Research Opportunities
The second system is an innovative application that har-

nesses advanced AI algorithms to align public feedback with re-
search opportunities, fostering community-driven research initia-
tives. By analyzing public input from various sources and match-
ing it with available research opportunities, this application facil-
itates collaborations between academic researchers and commu-
nity projects. The application empowers decision-makers to make
informed choices that prioritize community needs and prefer-
ences, thus promoting inclusive and community-centric research
and development.

Figure 4 displays the F-scores for various KE and similar-
ity measure tools when matching public feedback with research
opportunities. For Cosine TfidfVectorizer, KeyBERT(mmr), Top-
icRank, and MultipartiteRank show high F-scores, highlighting
the effectiveness of TF-IDF in conjunction with these KE tools.
KeyBERT(mmr) outperforms other selected KE tools when com-
bined with Cosine CountVectorizer. Cosine Tfidf lsa shows most
constant output across all KE tools with TopicRank showing best
performance. For Fuzzy Token Set Ratio, TopicRank achieves the
highest F-score, indicating this method effectively captures the
similarity between public feedback and research opportunities.
Meanwhile, Fuzzy Token Sort Ratio measure shows relatively low
F-scores across all methods, suggesting that sorting tokens is not
as effective in this context. TopicRank achieves the highest F-
score for SpaCy, indicating that SpaCy’s pre-trained word vectors
effectively capture semantic similarity when used with this KE
tool. KPMiner and KeyBERT(mmr) perform moderately when

Figure 4. F-score of system 2 experiment.

using cosine similarity with BERT embedding. In gerenal, Top-
icRank and KeyBERT(mmr) perform best across most similarity
measures, indicating their robustness in capturing text similarity
between public feedback and research opportunities. KPMiner
and MultipartiteRank show moderate performance for this sys-
tem. Interestingly, the baseline method without a KE tool does
not show worst performance in terms of F-score in this experi-
ment.

Figure 5 presents the accuracy results of various KE and sim-
ilarity measure tools in matching public feedback with research
opportunities. For Fuzzy Token Sort Ratio measure, all KE tools
show average accuracy except KPMiner with over 70% accuracy.
While all KE tools show moderately well accuracy for Fuzzy To-
ken Set Ratio measure with accuracy scores between 65-75%.
The baseline model without any KE tool exhibits lower accuracy
compared to the other KE tools, indicating the importance of us-
ing a KE tool for better accuracy. Both Cosine CountVectorizer
and Cosine TfidfVectorizer measures demonstrate high accuracy
across all KE tools, with scores generally exceeding 70%. Topi-
cRank and KeyBERT(mmr) show slightly higher accuracy com-
pared to other KE tools. The baseline also shows competitive
accuracy, but slightly lower than when using KE tools. All KE
tools show moderately competitive accuracy for Cosine Tfidf lsa
measure. KeyBERT(mmr) demonstrate lower accuracy compared
to other tools for SpaCy. Cosine BERT measure shows average
accuracy for all KE tools. The baseline accuracy is also relatively
high, but still lower than KPMiner and MultipartiteRank. Overall,
the results indicate that using KE tools significantly improves ac-
curacy in matching public feedback with research opportunities.
The baseline accuracy, while sometimes competitive, generally
lags behind when KE tools are employed.

VI. Conclusion
In conclusion, our comparative analysis on aligning public

feedback from town hall meetings with city strategic plans and
research opportunities has provided valuable insights into the po-
tential for leveraging community input for data-driven decision
making. Through the use of various keyword extraction tools and
similarity matching algorithms, we have demonstrated the effec-
tiveness of these techniques in identifying relevant research op-
portunities based on public feedback. Our study highlights the
importance of gathering insights from community comments and
leveraging them to inform city planning and research initiatives.

Figure 5. Accuracy of system 2 experiment.
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By utilizing advanced text analysis methods, we can uncover valu-
able patterns and connections between public feedback and strate-
gic plans, enabling decision-makers to make informed choices
that better align with the needs and aspirations of the community.
This research contributes to the growing body of knowledge in
the field of community engagement and data-driven governance,
providing a framework for leveraging public feedback to drive
positive change and promote citizen-centric decision making.
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