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Abstract
Automatic visual quality inspection is a cornerstone of mod-

ern manufacturing, leveraging advancements in computer vision
and robotics to enhance speed and efficiency. While numerous in-
spection planning methodologies exist, they often neglect the criti-
cal challenge of designing the inspection cell—specifically, deter-
mining the optimal placement of the robot relative to the inspected
objects. This placement is pivotal for maximizing inspection per-
formance and minimizing the inspection time.

In this work, we present a flexible framework to determine
the robot base placement via an optimization routine to facilitate
the inspection of diverse objects. This eliminates the need to re-
program the inspection cell whenever the object changes, signif-
icantly simplifying and streamlining the process. Extensive sim-
ulations validate the effectiveness of our method, demonstrating
significant improvements in achieving high coverage and reduc-
ing the time compared to a brute force approach.

Introduction
As the manufacturing industry advances, robotic systems

are increasingly employed to enhance production speed and ef-
ficiency. This shift is driven by growing product diversity and
the demand for high-quality standards, making rigorous quality
assurance essential at various production stages. While manual
inspection is often used, it is time-consuming and prone to er-
rors caused by human fatigue and inattention. The rapid develop-
ment of 3D sensor technology and robotics has enabled automatic
inline inspection, leading to a rising demand for flexible, auto-
mated production systems. However, automating visual inspec-
tion poses challenges due to complex 3D geometries and diverse
defect types.

Effective inspection planning must address the coverage path
planning problem, encompassing two key sub-problems: the
viewpoint planning problem (VPP), which identifies optimal cam-
era poses for object inspection, and the path planning problem
(PPP), which defines a time-optimal, collision-free trajectory for
the robot. Typically, optimal viewpoints are determined with-
out considering kinematic constraints, leaving feasibility checks
for robotic configurations as an afterthought. However, ignoring
these constraints can compromise inspection coverage and effec-
tiveness.

Moreover, current inspection planning methodologies often
neglect the design of the inspection cell—specifically, the optimal
placement of the robot relative to the inspected objects. This over-
sight significantly impacts inspection performance and increases
the time required for the inspection. Addressing this issue is cru-
cial for improving flexibility and efficiency in visual inspection
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Figure 1: Framework for inspection planning: Given some exter-
nal specifications, i.e., the model of target objects, specifications
about the industrial scenario and the sensor model, a Bayesian op-
timizer is involved to compute the most suitable robot base place-
ment.

tasks.

In this work, we propose a flexible methodology to deter-
mine the optimal pose of the robot base for inspected objects with
varying geometries and sizes. Our algorithm leverages black-box
optimization to integrate computer vision and robotics require-
ments, systematically accounting for the sensor model, environ-
ment, and robot kinematic constraints. A key advantage of our
approach is its independence from object geometry and size.

Extensive simulations validate the effectiveness of our al-
gorithm, demonstrating improved performance in achieving high
coverage and reducing inspection time.

The paper is organized as follows: Section 2 reviews the state
of the art in robot base placement (RBP) planning. Section 3 in-
troduces our methodology and formulation. Section 4 presents
and discusses the results, while Section 5 concludes the paper.
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Related works
Several studies have addressed the optimization of robot

placement by considering manipulability metrics, see [1, 2, 3].
For example, [4] optimizes manipulator placement by maximiz-
ing dexterity, defined as the number of orientations the end-
effector (EE) can achieve at a given point. This differs from our
approach, as we prioritize ensuring the robot can meet the position
and orientation requirements of the end-effector while avoiding
self-occlusions and accounting for collisions. Other works focus
on optimizing the robot placement to minimize a cost function
related to the task of interest. The authors of [5] propose opti-
mizing the relative robot/task position to minimize cycle time for
task execution. However, no collision avoidance is considered, a
key aspect in real applications. The work [6] introduces a com-
prehensive framework to minimize cycle time, considering task
visit order, inverse kinematics (IK) solutions, and robot placement
in terms of position and orientation. However, their approach is
computationally prohibitive for our scenarios, which involve at
least double the number of inspection points compared to the 12
task points handled in their study.

In [7], the authors optimize robot placement across multi-
ple workpieces to enhance flexibility. This approach improves
adaptability, but comes with significant computational costs. In
contrast, our work focuses on determining a robot placement that
remains effective when inspecting objects of varying dimensions
and geometries. This is achieved by optimizing the robot’s loca-
tion and considering inspection poses for multiple objects.

An optimization procedure for robot base placement in in-
dustrial pick-and-place sequences is proposed in [8]. The method
employs a point-to-point trajectory planner that evaluates place-
ments while considering robot kinematic limits, collisions, and
task constraints. The authors investigated goals such as cycle-time
optimality, time-energy optimality, and throughput adaptivity, us-
ing Bayesian optimization to achieve efficient results. However,
their approach is tailored to pick-and-place tasks with predefined
task sequences, limiting its suitability to scenarios involving di-
verse object geometries or inspection tasks.

In our work, the primary goal is to achieve full coverage
of the inspected object. For this reason, we propose adopting
Bayesian optimization to maximize the coverage while reducing
the inspection time. Unlike [8, 9], we do not perform cycle time
optimization considering task sequences, as it would be compu-
tationally expensive and less relevant to our objectives. Instead,
we focus on identifying a robot placement suitable for various
objects and their associated inspection poses, ensuring flexibility
and adaptability.

Method
In this work, we propose a method to optimize the place-

ment of the robot base, which is essential for designing a flexible
robotic cell for inspection tasks. The focus lies on a spatially
constrained robotic cell in a restricted environment. A 6-degree-
of-freedom robotic arm, equipped with a camera mounted at its
end-effector, performs visual inspection tasks for objects of vary-
ing geometries and sizes. The inspection cell must enable flexible
robot positioning to inspect different objects without relocation.
An offline inspection plan is essential to ensure efficient online
inspection, providing full coverage in the shortest possible time.

The main contributions of this work are as follows:
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Figure 2: Illustration of a robot inspection setup: The robot aligns
the camera defined by frame C with the inspection pose iii j to in-
spect the object with frame O. The base and end-effector frames
of the robot are B and E, respectively. The global reference is the
world frame W.

• We propose a novel methodology to optimize robot base
placement tailored to inspection tasks in constrained envi-
ronments.

• We design a cost function that integrates inspection pose
feasibility, inverse kinematic solution availability, and spa-
tial compactness, aiming to maximize coverage while mini-
mizing inspection time.

• The proposed method ensures adaptability to objects of
varying geometries and sizes, eliminating the need for robot
base relocation during inspection.

Kinematic planning problem
Given a robot with n degrees of freedom, the forward kine-

matics of the end-effector frame E with respect to the robot base
frame B is given by[

pE
B

oE
B

]
= h(q), (1)

where the joint configuration q⊤ =
[
q1 · · · qn

]
contains the

generalized coordinates of the robot. The pose (1) consists of the
Cartesian position vector p⊤ =

[
x y z

]
, and the orientation is

expressed as unit quaternion o⊤ =
[
η εεε⊤

]
, with scalar part η

and vector part εεε . Similarly, the pose (1) can also be expressed as
a homogeneous transformation

HE
B =

[
RE

B pE
B

0 1

]
, (2)

with rotation matrix RE
B ∈ SO(3) associated with the orientation

oE
B.

The inspection task requires aligning the camera frame C
with the inspection pose iii j to collect relevant data for the object
under inspection. A pose is considered feasible if it satisfies the
following conditions:

• The joint coordinates q j[l], for l = {1, . . . ,n}, are within the
joint limits, i.e., q j[l] ∈ [ql ,ql ].

• The robot avoids collisions with itself and the environment.
• The line of sight between the sensor and the object remains

unobstructed.
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Therefore, choosing an optimal robot base placement is critical to
reducing the number of unfeasible inspection poses and improv-
ing the inspection’s performance.

Problem Formulation
The framework we propose begins by computing N inspec-

tion poses using the Poisson Surface Sampling method [10] for
objects of varying shapes and sizes. The objective is to determine
the robot base pose HB

W within predefined bounds in the operating
environment W , where W includes static obstacles C . The base
orientation is neglected as we assume the rotational flexibility of
the first two joints.

An inspection pose i f ∈ I f is feasible if at least one feasible
inverse kinematic solution exists. Feasible inverse kinematic so-
lutions q f ∈ Q f ensure no collisions and an unobstructed line of
sight.

To evaluate candidate robot placements, we define a cost
function that balances three key terms:

1. Inspection Pose Feasibility: The number of feasible in-
spection poses (|I f |) normalized by the total number of in-
spection poses (N) is defined as:

F1 =
|I f |
N

. (3)

2. Pose Distribution Sparsity: The average distance between
feasible inspection poses, normalized by the maximum dis-
tance between all inspection poses dmax(I) is given by

F2 =
d̄ f

dmax(I)
. (4)

Here, d̄ f is the average Euclidean distance (d) between all
elements of the set I f and is defined as

d̄ f =
1

|I f |(|I f |−1) ∑
k, j∈I f

k ̸= j

d(i f
k , i

f
j ). (5)

3. Inverse Kinematic Solution Availability: The number of
feasible inverse kinematic solutions (|Q f

k |) for the k-th end-
effector’s pose ik normalized by the total number of inverse
kinematic solutions (M)

F3 =
|Q f

k |
M

. (6)

The objective of these three terms is to: (i) maximize the
number of feasible inspection poses, (ii) ensure the sparsity of
feasible poses to enable coverage of different areas of the object,
and (iii) increase the number of feasible inverse kinematic solu-
tions to accelerate the inspection process.

The overall cost function is defined as:

F(HB
W) = F1 +aF2 +bF3, (7)

where a > 0 and b > 0 are weighting parameters that adjust the
trade-off between feasibility, sparsity and, robustnes. For robots
with an infinite number of solutions, (7) can be adapted by setting

(a) Scenario 1 (b) Scenario 2
Figure 3: Testing scenarios.

b= 0. This general formulation enables an optimizer to determine
the optimal robot placement as:

HB
W
∗
= arg max

HB
W∈C free

F
(

HB
W

)
, (8)

where C free = W \C is the free space within the operating envi-
ronment W without colliding with an obstacle in C .

We employ Bayesian optimization [11, 12] to solve this
optimization problem numerically. This black-box optimization
method is particularly efficient for high-cost evaluations as it bal-
ances exploration and exploitation. Additionally, it uses an ac-
quisition function to guide the selection of subsequent evaluation
points, minimizing extensive search.

Experiments
We conducted several simulation tests to validate our ap-

proach using the collaborative robot UR10e1 universal robot. This
6-DOF robot allows for up to eight distinct joint configurations
(M = 8) [13] for a given end-effector pose. Our novel algorithm
was evaluated in simulation across two scenarios, as illustrated in
Figure 3.

• Scenario 1: The robot and the inspected object are placed on
the same block.

• Scenario 2: The robot and the inspected object are on two
different supports and are not connected.

The goal is to demonstrate that our algorithm allows us to
determine the best robot base placements (RBP) and also helps
to determine the most suitable cell design (e.g., one big block or
two distinct columns). For this reason, the two scenarios were
compared starting from the same inspection poses. These were
generated for objects with diverse geometries and sizes, as shown
in Figure 4. These objects included a convex rabbit, a cup, and
a Lego object [14]. This selection was designed to test the algo-
rithm’s flexibility and enhance its performance in achieving high
final coverage. We generated 15 inspection poses for each object,
resulting in a set of 45 diverse inspection poses used to determine
the robot base position that maximizes the cost function (7). We
discretized the locations where the robot can be placed in 160 lo-
cations: these were determined as 20 different positions in the
XY plane where the robot can be placed at a height between 0
and 0.7 m. We spaced the different heights at 1 cm difference.

1https://www.universal-robots.com/products/
ur10-robot/ (Accessed January 7, 2025)
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(a) Rabbit (b) Cup (c) Lego
Figure 4: 3D meshes of the objects used in the experiments to
determine the best robot base placement.

The 20 locations are visualized in Subfigure (a) of Figure 3 as cir-
cular shapes. The orientation of the robot’s base was neglected,
as the first two joints of the UR10e robot can freely rotate be-
tween 0° and 360°. In our application, we want to balance the
inspection pose feasibility, the pose distribution sparsity, and the
inverse kinematic solution availability according to (7). For this
reason we set the tuning parameters to a = b = 1.

In order to prove the advantage of using our method, we
first determined the best robot placement by evaluating all the
possible configurations (i.e., 160 combinations). The position
(x,y,z) = (−0.75,0,0.4) provides the maximum score for Sce-
nario 1 corresponding to F = 1.42. The combination (x,y,z) =
(−0.5,0,0) provides the maximum score for Scenario 2 corre-
sponding to F = 1.52. Then, we adopted our algorithm to find the
best robot placement, as shown in Figure 5. We set the number of
exploration and exploitation to 20 for a total of 40 iterations in the
case of Scenario 1, and 40 iterations of exploration and exploita-
tion in the case of Scenario 2. The proposed approach converges
to the true maximum in both scenarios. Moreover, the method
identifies the same robot base position as when the brute force
approach was adopted, but in a time that was three times faster.

Figure 6 illustrates the interpolated objective value distribu-
tion for fixed z values in two scenarios. Subfigure (a) represents
Scenario 1 with z = 0.4, while Subfigure (b) depicts Scenario 2
with z = 0. The surfaces are obtained by interpolating discrete
data points (i.e., the objective values), and the color gradient of
the heatmap reflects the objective value distribution, where darker
shades indicate lower values and lighter shades represent higher
values, with the peak highlighted in yellow. The maximum value
of the score, computed from the raw data, is marked with a red
star. Additionally, the green, blue, and orange circles denote the
maximum values for inspection pose feasibility (F = F1 in (8)),
pose distribution sparsity (F = F2 in (8)), and inverse kinematic
solution availability (F = F3 in (8)), respectively, with each value
normalized between 0 and 1. It is important to note that the in-
terpolation process smooths the discrete data points to create a
continuous surface. As a result, the actual maximum scores from
the raw data (1.42 for Scenario 1 and 1.52 for Scenario 2) are not
visualized precisely on the plots. Instead, the red stars indicate
their locations based on the raw data, helping to highlight the true
peaks despite potential smoothing effects in the visualization.

Once the robot placement was determined, an inspection
plan was derived for three new objects, see Figure 7: a paral-
lelepiped, an industrial component referred to as gear2, and a dog.
The performance in terms of achieved coverage and required in-
spection time were compared to the case in which the robot base
placement was not optimized, and the results are summarized in
Table 1. We derived an inspection plan for the three objects and

2https://owncloud.fraunhofer.de/index.php/s/
H8jV9rwGN84knzP (Accessed January 7, 2025)
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Figure 5: Convergence plots for Scenario 1 (in red) and Scenario 2
(in blue): The true maximum was found evaluating all the possible
robot placement locations.

the two scenarios starting from a set of 50 inspection poses. This
represents a good initial value for various objects to obtain high
coverage while keeping the number of optimal inspection poses
low. The performance of our planning is reported in terms of cov-
erage (%), the number of feasible inspection poses (#FIPs) con-
sidered as the set of poses from which to extract the optimal in-
spection poses solving the set coverage problem, and the average
transition time to go from one inspection pose to another one in
seconds (s). As expected, the number of feasible inspection poses
and achieved coverage is higher when the robot base placement is
optimized (Position 1 and Position 3 for Scenario 1 and 2, respec-
tively). Position 2 was chosen as the location with the lowest score
during the brute force approach. Moreover, the coverage and the
number of feasible inspection poses are higher when the object
and the robot are placed on two individual columns (Scenario 2).
This has the consequence of keeping the transition time small de-
spite having a higher sparsity of the pose distribution. Finally, our
experiments prove the suitability of using two separated columns
instead of placing both object and robot on the same block. This
increases the number of feasible inspection poses by 5% points
and improves the coverage by 8% points. Moreover, a larger num-
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(b) Scenario 2 - z = 0
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Figure 6: Score distribution across the two different scenarios.
The two surfaces are obtained through interpolation of discrete
data points (i.e., the score). The first row illustrates the score dis-
tribution for Scenario 1 when z = 0.4. The second row presents
the score behavior for Scenario 2 with z= 0. The red star indicates
the total maximum score for each scenario. The green, blue, and
orange circles represent the maximum value of inspection pose
feasibility (F = F1 in (8)), pose distribution sparsity (F = F2 in
(8)), and inverse kinematic solution availability (F = F3 in (8)),
where each value is normalized between 0 and 1. Note that due to
interpolation, the actual maximum values from the raw data (1.42
for Scenario 1 and 1.52 for Scenario 2) is not visualized precisely
on the plots.

(a) Parallelepiped (b) Gear (c) Dog
Figure 7: 3D meshes of the inspected objects.

ber of feasible inspection poses corresponds to the possibility of
finding more suitable inspection paths, determining, on average,
a shorter inspection time.

Table 1: Performance metrics
Position Object Scenario % #FIPs s

1 Parallelepiped 1 48 28 1
2 Parallelepiped 1 44 17 0.7
3 Parallelepiped 2 65 23 0.5
2 Parallelepiped 2 54 29 0.8
1 Gear 1 92 29 0.8
2 Gear 1 63 15 0.8
3 Gear 2 96 28 0.8
2 Gear 2 75 24 0.9
1 Dog 1 97 23 0.6
2 Dog 1 84 14 0.9
3 Dog 2 100 31 0.2
2 Dog 2 85 22 0.5

Position 1 is (−0.75,0,0.4), Position 2 is (0.75,−0.75,0), and Posi-
tion 3 is (−0.5,0,0).

Outlook
In this work, we present a method for optimizing the place-

ment of a robotic arm within a constrained inspection cell. Our
approach addresses the challenges of designing a flexible robotic
inspection system capable of handling objects with varying ge-
ometries and sizes without requiring reconfiguration. We employ
an offline planning strategy to enable fast and efficient online in-
spections with high coverage.

The problem was formulated as an optimization task to de-
termine the optimal robot base placement, considering constraints
such as joint limits, collision avoidance, workspace boundaries,
and camera-object line-of-sight occlusions. We introduced a
novel cost function that balances inspection pose feasibility, pose
distribution sparsity, and inverse kinematic solution availability.
Bayesian optimization proved effective in solving the problem,
showcasing its ability to handle high-dimensional optimization
problems with costly evaluations.

The results underline the critical role of strategic robot place-
ment in maximizing inspection coverage and minimizing inspec-
tion time. This methodology is particularly promising for flexible
manufacturing environments, where adaptability and efficiency
are paramount. By optimizing robot placement, the proposed
approach reduces setup time, increases coverage, and enhances
overall system performance.

Future directions include incorporating multi-robot setups to
further enhance the flexibility and scalability of robotic inspection
systems.
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