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Abstract
Birds Eye View perception models require extensive data to

perform and generalize effectively. While traditional datasets of-
ten provide abundant driving scenes from diverse locations, this
is not always the case. It is crucial to maximize the utility of
the available training data. With the advent of large foundation
models such as DINOv2 and Metric3Dv2, a pertinent question
arises: can these models be integrated into existing model archi-
tectures to not only reduce the required training data but surpass
the performance of current models? We choose two model archi-
tectures in the vehicle segmentation domain to alter: Lift-Splat-
Shoot, and Simple-BEV. For Lift-Splat-Shoot, we explore the im-
plementation of frozen DINOv2 for feature extraction and Met-
ric3Dv2 for depth estimation, where we greatly exceed the base-
line results by 7.4 IoU while utilizing only half the training data
and iterations. Furthermore, we introduce an innovative applica-
tion of Metric3Dv2’s depth information as a PseudoLiDAR point
cloud incorporated into the Simple-BEV architecture, replacing
traditional LiDAR. This integration results in a +3 IoU improve-
ment compared to the Camera-only model.

Introduction
The recent revolution in machine learning has paved the way

for the creation of numerous vehicle segmentation networks for
use in autonomous vehicles, all competing to achieve optimal per-
formance. The prompt yet accurate detection of vehicles in an im-
age is no easy task, and the utilization of large convolutional net-
works, or transformer models has been extensively investigated.
To train these networks effectively, they require dense information
from which to learn, typically derived from three sensor modal-
ities—camera, LiDAR, and radar—used individually or in com-
bination. These modalities are complementary: cameras deliver
rich 2D colour images that enhance vehicle segmentation and lane
detection. LiDAR and radar generate point clouds, significantly
improving vehicle segmentation and depth perception. When in-
tegrated with camera data, they outperform models that rely solely
on camera input [1].

Training autonomous perception models can be time-
consuming due to the extensive data requirements and the size
of datasets like nuScenes [2], which includes 700 driving scenes
each with 40 annotated keyframes. The Lift-Splat-Shoot (LSS)
model, previously considered state-of-the-art, is trained for ap-
proximately 40 epochs on this dataset and achieves a performance
of approximately 33 IoU. Reducing training time while maintain-
ing performance would be remarkable, and this would require a
readily available model pre-trained on a massive dataset to re-
place a particular task in the architecture: a foundation model. A

foundation model is trained on a large, diverse dataset, for the
purpose of generalisation and then applicable to tasks such as
image object segmentation, depth perception, text classification,
etc. The advancement of foundation models cannot be down-
played. For instance, EfficientSAM [3] processes images sig-
nificantly faster than the original SAM [4], with minimal perfor-
mance loss. Likewise, for depth perception, Depth Pro [5] outper-
forms Metric3Dv2 [6] in monocular depth estimation, producing
a 2.25-megapixel depth map in just 0.3s.

We chose two autonomous bird’s eye view vehicle segmenta-
tion models for modification: Lift-Splat-Shoot (LSS) and Simple-
BEV. LSS, a well-established model, shows strong performance
in vehicle segmentation. In contrast, Simple-BEV, which uti-
lizes LiDAR and radar data from nuScenes, outperforms LSS.
For LSS, we implemented foundational models: DINOv2 for fea-
ture extraction [7] and Metric3Dv2 for depth estimation, using
them in their frozen state to avoid fine-tuning and preserve origi-
nal weights. It’s crucial to note that DINOv2 is designed to cap-
ture all image features, not just vehicles. For Simple-BEV, we
experimented with Metric3Dv2 depth images as a PseudoLiDAR
point cloud, aiming to replace traditional LiDAR or radar data.
Results demonstrate that these foundational models significantly
enhance initial performance due to their versatility. By using only
camera-based solutions, which are significantly cheaper than Li-
DAR, there’s potential for substantial cost savings in equipment
manufacturing.

The main contributions of this paper are as follows:

1. The implementation of foundation models in Lift-Splat-
Shoot significantly enhances results, even with only half the
training data and fewer iterations. Additionally, an ablation
study examines how the size of foundation models affects
performance.

2. The unique implementation of metric depth images to simu-
late LiDAR in Simple-BEV which yields better results than
the Camera-only model.

Background
Lift-Splat-Shoot

The LSS model consists of three primary components. The
first, lifting, transforms each image into a frustum of features us-
ing a geometry transformation and an EfficientNet backbone for
acquiring image features and depth estimation [8]. Next, the splat
step encodes these frustums into a BEV voxel grid using Point-
Pillars, which is then processed by a BEV encoder to produce the
BEV vehicle segmentation output. The final component, shoot,
involves trajectory planning for the ego vehicle, selecting the path
with the lowest cost determined by a network. This paper focuses
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Figure 1: Architecture Flow Diagram: Modified Lift-Splat ar-
chitecture with implementation of DINOv2 and Metric3Dv2 for
image feature extraction and depth estimation

primarily on the Lift component, which pertains to the acquisi-
tion of camera features and depth estimation. Here, replace the
output of the EfficientNet encoder with DINOv2 image features
and Metric3Dv2 depth to facilitate increased model performance,
which will be described later in Section . This modified model
architecture is illustrated in Figure 1

Simple BEV

Figure 2: Architecture Flow Diagram: Simple BEV model for
Camera+PseudoLiDAR. The Camera-only model excludes any
point clouds, while Radar and LiDAR would substitute for Pseudo
LiDAR

The Simple BEV architecture allows us to implement radar
or LiDAR data along with camera information which makes it a
very versatile model. We extract features from each image and
then perform bilinear sampling to lift these features into a 3D
voxel. For LiDAR and radar data, we convert the point cloud
information into an occupancy grid representation. We then con-
catenate the two voxels together to yield a unified voxel, compress
it to the BEV space, and input it to the BEV encoder, producing
our BEV vehicle segmentation output. A comprehensive flow di-
agram is provided in Figure 2.

Additionally, we have the option to train three models:
Camera-only, Camera+Radar, or Camera+LiDAR. LiDAR and
radar provide the model with important depth information and
also permit the model to segment vehicles not seen by the camera
images due to the range of these sensors. Both modalities provide
notable performance increases over the single-modal Camera-
only model.

DINOv2
The significance of foundation models in computer vision

cannot be overstated, especially with the advent of DINOv2
[7]. Trained on over 140 million images from diverse datasets,
this self-supervised model leverages a Vision Transformer-based
backbone to excel in zero-shot inference. By dividing images into
14×14 patches, DINOv2 effectively captures long-range depen-
dencies, allowing even its frozen version to outperform fine-tuned
conventional models, as detailed in Section . The model scales

feature vector length from 384 in smaller versions to larger dimen-
sions in bigger variants. While fine-tuning DINOv2 for specific
tasks is feasible, it requires significant computational resources.
In our study, we employ the frozen model to sidestep these com-
plexities, incorporating a single convolutional layer to downsam-
ple DINOv2 feature vectors to 64, thus ensuring compatibility
with the EfficientNet BEV encoder. As shown in Table 1, DI-
NOv2’s extensive parameter set and robust pre-training regimen
set it apart from standard CNN architectures.

Model Parameters Dataset Size
DINOv2 Small 21M 142M
DINOv2 Base 86M 142M
DINOv2 Large 300M 142M
DINOv2 Giant 1,100M 142M

EfficientNet-b0 5.3M 1.2M
ResNet-101 44.5M 1.2M

Table 1: Model Comparison: Various DINOv2 variants com-
pared to EfficientNet-b0 and ResNet-101 used in Lift-Splat-Shoot
and Simple-BEV respectively. Dataset Size refers to the number
of images the model is pre-trained on.

Metric3Dv2
Metric3Dv2 is a zero-shot single-view metric depth model

that utilizes a canonical camera space to overcome the metric am-
biguity typically associated with standard monocular cameras [6].
By transforming monocular images to canonical camera space
and being trained on over 8 million images from thousands of
different cameras, Metric3Dv2 generalizes effectively to provide
quality pixel-level meter depth. In our experiments, we will utilise
this depth information to aid the projection of image features into
3D and, in addition to this, create a 3D point cloud for emulating
LiDAR.

Implementation of Foundation Models in Lift-
Splat-Shoot
Alteration to the Model Architecture

One of the main contributions of this paper is the implemen-
tation of DINOv2 features and Metric3Dv2 metric depth maps to
the LSS architecture. As explained previously, LSS uses an Ef-
ficientNet encoder, which produces feature maps and depth dis-
tributions of images in an effort to efficiently predict the precise
location of vehicles in 3D space. We will replace the EfficientNet
backbone with our two foundation models: DINOv2 and Met-
ric3Dv2. One important note is that EfficientNet downsamples
the image by a factor of 16, and DINOv2 downsamples by a factor
of 14. Therefore, we now have more information from DINOv2
due to the smaller patches, which allows for finer granularity in
feature extraction compared to EfficientNet. The changed archi-
tecture flow is illustrated in Figure 1

Metric Depth Distribution
Metric3Dv2 provides pixel-level depth in meters. However,

in the LSS architecture, the depth distribution is divided into 41
bins, representing uniform depths ranging from 4 to 45 meters.
In addition to this, the depth distribution is not represented on a
pixel-by-pixel basis but instead in a 16×16 patch manner. Hence,
our Metric3Dv2 depth distribution must match the format used
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in the model. Here, we present a method of converting the con-
tinuous depth image into a discrete depth distribution. To trans-
form our depth image accordingly, we pool our depths using a
non-overlapping 16×16 square across the depth map. For each
pixel contained within this patch, we pool its value into the cor-
responding meter bin of our depth distributions. This process
converts a depth image of size [1,H,W ] and transforms it to size
[41,H/16,W/16] as required, illustrated in Figure 3. For use with
DINOv2, we downsample by 14 to match its downsampling fac-
tor. For training stability and increased model performance, we
apply one same-convolutional layer with batch normalization and
ReLU. The final result is a tensor representing the probability of a
DINOv2/EfficientNet patch being present at each meter bin depth,
exactly as the original model intended.

Figure 3: Metric3Dv2: Conversion from RGB image to depth
image to depth distribution for compatibility with DINOv2 patch
embeddings

For the model architecture described in Figure 1, we will ap-
ply it to the full nuScenes training dataset (700 scenes) and half of
the dataset (350 scenes). For inference, we retain the 150 valida-
tion scenes. We will compare our modified model to the original
model performance on these datasets while also performing an
ablation utilizing varying DINOv2 and Metric3Dv2 model sizes.

Results: Largeness of Foundation Models
In this section, we implement DINOv2 and Metric3Dv2 in

LSS and analyze the effect the size of these models has on perfor-
mance.

Configuration Peak
DINOv2 Size Metric3Dv2 Size IoU Iterations

Giant Small 36.1 50k
Giant Large 39.6 80k
Giant Giant 41.9 55k

Small Giant 40.1 120k
Base Giant 41.0 145k
Large Giant 41.1 125k
Giant Giant 41.9 55k

Table 2: Comparing performance versus size of foundation
models for LSS: Largeness of models affects performance. All
models are trained on the full dataset for 250,000 iterations

First, we replace the feature extractor with DINOv2 and the
depth estimator with Metric3Dv2. When analyzing one founda-
tion model, we will keep the other model fixed at the Giant state.
By examining Table 2, we observe that the size of the DINOv2
and Metric3Dv2 models significantly impacts performance. This
is especially evident with Metric3Dv2, where implementing the
Giant model results in an IoU improvement of approximately
5.8 compared to the small model. In contrast, DINOv2 shows
a smaller improvement, with only a 1.8 IoU increase when using

the Giant model over the small model. Additionally, these mod-
els reach peak performance relatively quickly, all in under 150k
iterations, which is considerably less than the LSS model, which
requires 300k+ iterations to train fully. We place minimal empha-
sis on iterations when comparing these models, primarily because
of their rapid convergence; typically, these models achieve per-
formance within ±0.5 IoU of the peak value within approximately
50,000 iterations.

Configuration Peak
Feature Extractor Metric3Dv2 Size IoU Iterations

EffNet Small 34.3 315k
EffNet Large 38.6 150k
EffNet Giant 40.5 110k

Table 3: Comparing performance versus size of Metric3Dv2
model for depth estimation: Largeness affects performance

Secondly, we will only replace the depth estimator with Met-
ric3Dv2, leaving feature extraction to EfficientNet. We observe
similar results, wherein the Giant model significantly outperforms
the Small model, exhibiting an increase of 6.2 IoU seen in Ta-
ble 3. An interesting result is seen when comparing the DI-
NOv2+Metric3Dv2 (41.9 IoU) versus EffNet+Metric3Dv2 (40.5
IoU). From this, we infer that Metric3Dv2 contributes more to
performance improvement than DINOv2 does. DINOv2 provides
an initial boost in performance. However, EfficientNet nearly ap-
proaches this performance given sufficient training time.

Utilizing DINOv2 for feature extraction and EfficientNet for
depth estimation is possible but omitted from this paper due to
the discrepancy in downsampling for both models. This would
require different-sized images for both models to achieve the same
number of image patches, leading to an unfair experiment.

Results: Comparison with Original Model
In this section, we will compare the performance of our al-

tered LLS architecture directly with the original LSS model.

Configuration Peak

Feature
Extractor

Depth
Extractor

Model
Size

Training
Data

IoU ↑ Iters

EffNet EffNet N/A Full 33.0 300k

DINOv2 Metric3Dv2 Giant Full 41.9 55k
DINOv2 Metric3Dv2 Small Full 34.0 115k

EffNet Metric3Dv2 Giant Full 40.5 110k
EffNet Metric3Dv2 Small Full 34.1 115k

EffNet EffNet N/A Half 29.1 150k

DINOv2 Metric3Dv2 Giant Half 40.4 35k
DINOv2 Metric3Dv2 Small Half 32.1 30k

EffNet Metric3Dv2 Giant Half 37.4 55k
EffNet Metric3Dv2 Small Half 31.4 80k

Table 4: IoU Comparison for Various LSS Architectures:
Baseline model results are highlighted in grey. DINOv2 and Met-
ric3Dv2 provide increased model performance with reduced train-
ing data
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First we train on the full dataset, and as shown in Table 4,
foundation models demonstrate significant improvements. The
Giant foundation models greatly outperform the original model by
8.9 IoU. Moreover, these Giant models surpass the original model
by 4.8 IoU after 5k training iterations, which is considerably
small compared to the 150k iterations to train the original model.
Similar results are observed with the Small foundation models,
which surpass the original model after 30k iterations. Despite
decreased performance compared to their Giant counterparts, the
Small foundation models may be preferable in certain scenarios
due to decreased training time. For Metric3Dv2+EffNet, we find
that higher resolution depth information provides the most signif-
icant enhancement, yielding a 7.5 IoU increase compared to the
original model. Additionally, it surpasses the performance of the
original model after 5k iterations.

Finally, we re-train all models using only half of the train-
ing data. The original LSS model’s performance dropped to 29.1
IoU, a decrease of 4.1 IoU. Results are observed similarly to the
full dataset training, where for the Giant variation, we see great
improvement, even surpassing the original LSS model trained on
the full dataset. Our DINOv2+Metric3Dv2 Giant models outper-
form the original full dataset model by 7.4 IoU. However, we ob-
serve that the small variations of the models fail to outperform the
original LSS model trained on the full dataset. We conclude that
foundation models bring notable gains in performance when uti-
lized on old model architectures, even when utilizing just half the
training data.

A significant limitation is the runtime: during training the
Giant model processes 1,000 iterations in 900 seconds, whereas
the original model only takes 120 seconds, likely due to the in-
creased size of the Giant model. Additionally, our Metric3Dv2
depth images are pre-calculated, requiring about 1 second per im-
age. Without pre-calculation, the runtime would increase sub-
stantially. All models are trained on one NVIDIA A100-SXM4-
40GB.

Implementation of Foundation Models in
Simple-BEV

Following the previous experiments, we will attempt to im-
plement these models on a newer architecture. We note the im-
plementation of DINOv2 in Simple-BEV has been explored and
aids in achieving similar results to the original model while tak-
ing two-thirds fewer iterations and significantly reduced model
parameters due to the use of a low-rank approximation of the DI-
NOv2 embeddings [9, 10]. One important note is that utilizing the
frozen DINOv2 model yields poor results compared to the origi-
nal Simple-BEV model.

Construction of a PseudoLiDAR Point Cloud with
Metric3Dv2

One method to implement Metric3Dv2 depth in Simple-
BEV is by replacing the bilinear sampling voxelization method
with depth-based splatting. However, referring to the Simple-
BEV paper, depth-based splatting yields an IoU loss of -3 IoU
[1]. We propose a method that preserves the bilinear sampling
splatting technique while effectively leveraging the informative
depth images produced by Metric3Dv2. Depth information such
as LiDAR or radar provides a considerable boost in performance
over Camera-only models, +13.4 for LiDAR and +8.3 for radar.

Taking inspiration from this, we convert our depth images into a
unified point cloud by projecting them into 3D space.

We first obtain a depth image from our original image from
Metric3Dv2; then, we generate a 3D point cloud from this 2D
depth image using the intrinsic and extrinsic camera information.
The density of our point cloud inherently depends on the resolu-
tion of our depth image. For our experiments, we limit our depth
image resolution to 112× 224 and 224× 400 to save on compu-
tation costs, although we use the Giant Metric3Dv2 for maximal
quality of the depth maps. A visualisation of this point cloud is
provided in Figure 4.

Figure 4: Metric3Dv2 Point Cloud Sample: PseudoLiDAR
point cloud extracted from a nuScenes sample at a depth image
size of 112×200). RGB is coupled for visualisation purposes

Some benefits of our Pseudo LiDAR point cloud can be ob-
served over LiDAR. Our PseudoLiDAR point cloud requires only
one sweep for effective performance, reducing computational and
data loading demands compared to the five sweeps needed for op-
timal radar and LiDAR results. It also syncs directly with camera
images, unlike the nuScenes sensors. Furthermore, even with low-
resolution images, our approach generates a dense point cloud
comparable to about three LiDAR sweeps.

Results: Comparison with Original Model

Configuration Peak
Modality Depth Image Size IoU
Camera N/A 47.4

Camera+Radar N/A 55.7
Camera+LiDAR N/A 60.8

Camera+PseudoLiDAR (ours) (112,200) 50.3
Camera+PseudoLiDAR (ours) (224,400) 50.7

Table 5: Performance Comparison of baseline Simple-BEV
models versus our Camera+PseudoLiDAR model: Trained for
25k iterations and input image size of 448×800
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From Table 5, we examine the gains this metric depth in-
formation provides over the Camera-only model, increasing by
approximately +3 IoU. We also see utilizing larger-depth image
resolutions yields an insignificant increase in IoU, showing that
low-depth image quality is sufficient. This demonstrates that Met-
ric3Dv2 supplies valuable depth information, which enhances the
model’s ability to segment vehicles more effectively.

Despite the higher density of our PseudoLiDAR point
cloud—threefold that of LiDAR—it does not outperform the lat-
ter. This limitation arises because the point cloud replicates the
camera image data in a depth format. Given enough training, the
base Camera-only model capably infers this depth through bilin-
ear sampling. This becomes apparent when training at a resolu-
tion of 224×400, which is half that of the original image as evi-
dent in Table 6, where we see an IoU improvement of +6.4, much
greater than the improvement of +3.0 of the full image resolution.
Here, our point cloud provides useful information that the model
failed to learn from the image features alone.

Configuration Peak
Modality Depth Image Size IoU
Camera N/A 42.3

Camera+PseudoLiDAR (ours) (112,200) 48.6
Table 6: Performance comparison of Simple-BEV Camera-
only model vs. Camera+PseudoLiDAR model: Trained for 25k
iterations and input image size of 224×400

Additionally, the PseudoLiDAR model provides an initial
boost in performance. For the Camera-only model at an image
resolution of 224×400, we see a 28.8% improvement in IoU from
iteration 2,500 to 25,000. However, for Camera+PseudoLiDAR,
we see an improvement of just 20.3%, despite a higher final IoU
over camera-only. Additionally, we attempted to decorate our
point cloud with RGB metadata, but this worsened its perfor-
mance.

Qualitative Analysis: BEV Vehicle Segmenta-
tion

Analysing IoU provides a near-comprehensive outlook on
the model’s performance across the entire validation dataset.
However, it is still necessary to examine the model’s visual out-
put to seek anomalies in its detections. It is important to minimize
Type II errors when deploying these models in autonomous vehi-
cles.

Lift-Splat-Shoot
Upon examining Figure 5, a notable distinction is seen be-

tween the outputs of the full and half dataset models. The half-
dataset model exhibits a ’ghosting’ effect around vehicles due to
model uncertainty in predicting exact position. As we progress
upward in the figure, there is a noticeable improvement in vehicle
segmentation quality resulting from the integration of foundation
models into the architecture.

The pink-highlighted vehicles are poorly segmented by the
original model, which also inaccurately predicts vehicles outside
the drivable area. Implementing DINOv2 and Metric3Dv2 in-
creases certainty, particularly for the Giant variations. The red-
highlighted vehicles are challenging for all models, but DINOv2

Figure 5: Lift-Splat-Shoot: Comparison for full dataset and half
dataset models. Vehicles are highlighted by coloured boxes for
the purpose of analysis
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and Metric3Dv2 enhance their segmentation, likely aided by su-
perior depth information. Conversely, in the blue-highlighted
area, the ’ghosting’ issue persists with the original model predict-
ing non-existent vehicles. All models face difficulties accurately
segmenting this vehicle, primarily due to occlusion by other vehi-
cles.

Simple-BEV

Figure 6: Simple-BEV Comparison: Camera only vs Cam-
era+Radar vs Camera+LiDAR vs Camera+Pseudo LiDAR. Vehi-
cles are highlighted by coloured boxes for the purpose of analysis

Examining Figure 6 we examine the improvement depth in-
formation provides over Camera-only. The red-highlighted vehi-
cle is segmented only when depth is implemented, as the Camera-
only model fails here. Similarly, the green-highlighted vehicle
is segmented by the Camera+radar and Camera+LiDAR models,
showing that multiple sensors enhance vehicle detection by pro-
viding diverse, complementary data.

The pink-highlighted vehicles are most accurately seg-
mented by the Camera-only model, whereas they are not identi-
fied by the other models that also incorporate camera input. This
discrepancy may arise because radar or LiDAR data did not de-
tect these vehicles, potentially causing them to be misclassified
as false positives. Although the PseudoLiDAR point cloud sub-
stantially enhances segmentation compared to the Camera-only
model, its performance still falls short when compared to multi-
modal models.

Conclusion
These experiments show that foundation models like DI-

NOv2 and Metric3Dv2 significantly boost performance when in-
tegrated into Lift-Splat-Shoot, and reduce training data/iterations
required. Using Metric3Dv2 for our PseudoLiDAR point cloud
yields notable improvements over Simple-BEV’s Camera-only
model. The primary performance bottlenecks are the quality of
the feature extractor and the voxelization process, highlighting
the need for focused improvements in these areas. We hope this
study, along with others on the role of foundation models in BEV
models, inspires further research in this field.
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