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Abstract
In this paper, we present a database consisting of the anno-

tations of videos showing a number of people performing several
actions in a parking lot. The chosen actions represent situations
in which the pedestrian could be distracted and not fully aware of
her surroundings. Those are “looking behind”, “on a call”, and
“texting”, with another one labeled as “no action” when none
of the previous actions is performed by the person. In addition
to actions, also the speed of the person is labeled. There are
three possible values for such speed: “standing”, “walking” and
“running”. Bounding boxes of people present in each frame are
also provided, along with a unique identifier for each person. The
main goal is to provide the research community with examples of
actions that can be of interest for surveillance or safe autonomous
driving. The addition of the speed of the person when performing
the action can also be of interest, as it can be treated as a more
dangerous behavior “running” than “waking”, when “on a call”
or “looking behind”, for example, providing the researchers with
richer information.

Introduction
The field of autonomous driving has made remarkable strides

in recent years, propelled by the development of sophisticated
datasets that capture diverse and realistic driving scenarios. These
datasets form the backbone of training and evaluating machine
learning models, enabling robust perception, prediction, and con-
trol mechanisms. However, despite significant progress, under-
standing and predicting pedestrian behavior remains a critical
challenge due to its inherent unpredictability and the varying con-
texts in which interactions occur. Addressing this gap is vital, as
pedestrians often engage in actions that compromise their aware-
ness of the environment, such as texting or speaking on the phone,
especially in dynamic settings like parking lots.

Parking lots present unique challenges to autonomous sys-
tems, characterized by low-speed maneuvers and frequent close-
proximity interactions between vehicles and pedestrians. Un-
like traditional roadway environments, the unstructured nature
of parking lots necessitates a higher level of interpretability and
adaptability in perception models. Pedestrians navigating these
environments may exhibit distracted behaviors, such as ”look-
ing behind” or ”on a call,” increasing the complexity of ensuring
safety. Additionally, the interplay of pedestrian speeds, such as
”standing,” ”walking,” or ”running,” further complicates the task

of risk assessment and prediction.
While many existing datasets focus on structured driving

scenarios, such as highway navigation and intersection manage-
ment, they often lack the granularity needed for pedestrian action
analysis in confined and irregular spaces. Notable efforts, includ-
ing KITTI[3] and nuScenes[2], have paved the way for standard-
ized benchmarking of autonomous driving algorithms but have
left a gap in pedestrian-centric studies. This paper addresses that
gap by presenting an annotated database explicitly designed to
capture pedestrian behavior in parking lots. By focusing on dis-
tracted behaviors and their associated speeds, this dataset adds
a crucial dimension to understanding human actions in contexts
where awareness and reaction times are critical for safety.

The presented database shares similarities with existing ef-
forts in action recognition with applications extending far be-
yond autonomous driving, encompassing areas such as surveil-
lance, human-computer interaction, and public safety. Unlike
many datasets tailored for specific environments or purposes, this
database offers a unique focus on pedestrian actions in unstruc-
tured parking lot scenarios, bridging a critical gap in the research
landscape. Action recognition, as a broader domain, has seen
advancements in datasets such as AVA-Kinetics[7] or HMDB[6].
However, these efforts lack the contextual specificity required to
address safety-critical environments like those encountered in au-
tonomous driving applications.

A key strength of this dataset lies in its practicality. Recorded
using an off-the-shelf camera, it ensures accessibility and cost-
efficiency, enabling researchers and developers to replicate the
data collection process without specialized equipment. This de-
sign choice significantly lowers the barrier for adoption, facili-
tating the seamless integration of findings from models trained
on this dataset into real-world applications. The straightforward
setup also aligns with industry requirements for scalable solu-
tions, ensuring that the methods developed can transition from
controlled experiments to operational systems with minimal mod-
ifications.

Moreover, the database’s versatility allows it to contribute
to cross-disciplinary applications. For instance, the detailed ac-
tion annotations and speed categorizations can inform surveil-
lance systems, enhancing their ability to detect risky pedestrian
behaviors. In human-computer interaction, such nuanced data can
improve gesture recognition and situational awareness in collab-
orative environments. This adaptability ensures that the insights
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gained extend well beyond the autonomous driving domain, en-
riching research and applications in various contexts.

By prioritizing simplicity in hardware requirements while
maintaining robust annotation standards, this dataset stands out as
a resource that combines accessibility with high utility. Its rele-
vance to both autonomous systems and broader fields underscores
its potential to accelerate progress across multiple domains, driv-
ing innovation in action recognition and its practical deployment
in real-world settings.

This paper is structured as follows: first, we present the re-
lated work, contextualizing the contribution within the broader
research landscape. Next, we outline the methodology for dataset
collection and annotation, followed by a description of its struc-
ture and content. We then present preliminary analyses and dis-
cuss potential applications. Finally, we address limitations and
future directions.

Related Work
The study of autonomous driving heavily relies on datasets

that offer comprehensive and varied scenarios for model training
and validation. Notable contributions include KITTI [3], which
has served as a benchmark for 3D object detection, tracking, and
visual odometry, and nuScenes [2], which extended the scope to
include multimodal data and annotations across diverse urban en-
vironments. While these datasets have significantly advanced per-
ception and localization tasks, they primarily focus on structured
road environments, with limited attention to pedestrian behaviors
in unstructured contexts like parking lots.

Efforts to address pedestrian-related challenges have led to
datasets such as PIE (Pedestrian Intention Estimation)[8], which
annotates pedestrian behaviors and crossing intentions. The
JAAD (Joint Attention in Autonomous Driving) dataset[4] fo-
cuses on pedestrian actions and environmental conditions, offer-
ing insights into contextual interactions in urban environments.
However, these datasets often lack detailed annotations for spe-
cific distracted behaviors or the speeds at which these actions oc-
cur, which are critical for understanding pedestrian dynamics in
high-interaction zones.

HighD[5] and inD[1] datasets, which provide bird’s-eye
views of vehicle and pedestrian interactions at highways and in-
tersections, have contributed to understanding traffic dynamics.
Similarly, INTERACTION[9] captures complex driver-pedestrian
interactions but focuses more on vehicle behaviors at intersec-
tions rather than the nuanced actions of pedestrians. These ef-
forts underscore the importance of studying pedestrian actions but
highlight the need for datasets tailored to specific scenarios, such
as parking lots, where pedestrian distractions and varying speeds
play a crucial role.

This paper builds upon these efforts by presenting a special-
ized dataset that captures distracted pedestrian behaviors and their
corresponding speeds in parking lot settings. By incorporating
lessons from prior work and addressing specific gaps, this dataset
aims to complement existing resources, advancing research in
both pedestrian behavior modeling and autonomous systems de-
velopment.

Methodology
The videos were recorded in a single parking lot scenario,

ensuring a consistent environment while capturing diverse inter-

actions between pedestrians and the surroundings. The choice of
a fixed camera location ensures a full view of the scene, reducing
occlusions and enabling comprehensive annotation. To facilitate
machine learning applications, the dataset provides annotations in
widely used formats, compatible with popular training and evalu-
ation pipelines.

Database Description
The presented database is designed to capture and anno-

tate pedestrian actions in unstructured environments, particularly
parking lots. It focuses on actions indicative of distraction and
their corresponding speeds, providing a unique dataset for ad-
vancing autonomous driving and surveillance applications. The
database consists of annotated videos recorded with a single off-
the-shelf camera, ensuring accessibility and ease of reproduction.

Each video frame is manually annotated with bounding
boxes for all visible pedestrians, accompanied by unique iden-
tifiers for each individual. These identifiers allow tracking across
frames, enabling temporal action analysis. The dataset includes
four distinct action categories: “looking behind”, “on a call”,
“texting”, and a baseline category, “no action”, for moments
when none of the specified actions are being performed. Addi-
tionally, the dataset incorporates speed annotations with three dis-
tinct categories: “standing”, “walking”, and “running”. This dual
labeling approach allows for a nuanced analysis of pedestrian be-
haviors, considering both the nature of the action and its dynamic
context. Some examples of the dataset and its annotations can be
seen in Figure 1, where the person ID and the action performed
are written in red while the color of the bounding box indicates
the speed (gray for “standing”, blue for “walking” and green for
“running”).

The videos were recorded in a single parking lot scenario,
ensuring a consistent environment while capturing diverse inter-
actions between pedestrians and the surroundings. The choice of
a fixed camera location ensures a full view of the scene, reducing
occlusions and enabling comprehensive annotation. To facilitate
machine learning applications, the dataset provides annotations in
widely used formats, compatible with popular training and evalu-
ation pipelines.

To enhance usability, the dataset also includes descriptive
statistics such as:

• The total number of frames in the dataset.
• The number of frames in which each individual appears.
• Frequency distributions for each action and speed combina-

tion.
• Histograms of bounding box sizes, offering insights into

pedestrian proximity and scaling considerations.

Table 1 provides a detailed breakdown of the dataset, sum-
marizing the number of frames per individual, action, and speed
category. Each row corresponds to a unique pedestrian identified
by an ID, while columns provide:

• Total Frames: The total number of frames in which the
pedestrian appears.

• Actions: The distribution of frames across different actions,
including no action, looking behind, on a call, and texting.

• Speeds: The breakdown of frames by movement speed:
standing, walking, and running.
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Figure 1. Some examples of the annotations from the recorded videos, where bounding boxes, IDs, actions and speeds are shown. Speed is represented by

the color of the bounding box: gray for “standing”, blue for “walking” and green for “running”.

This breakdown helps researchers analyze how often each action
occurs and how pedestrian speeds vary with different activities.
The table also facilitates model benchmarking by providing a ref-
erence for class distributions within the dataset.

Figure 2 presents two histograms: the left histogram depicts
the distribution of sequence lengths for each action category in the
dataset, while the right histogram shows the distribution of bound-
ing box sizes for different action categories. These insights help
to understand the frequency and duration of various pedestrian
activities and how pedestrian appearance varies with different ac-
tions.

Similarly, Figure 3 displays the distribution of sequence
lengths for each pedestrian speed category on the left and the
bounding box size distribution across different speed categories
on the right. This provides insights into how pedestrian move-
ment affects bounding box variations.

In Figure 4, we analyze the combined effect of actions
and speeds on pedestrian annotations. The left histogram illus-
trates the distribution of sequence lengths for different action-
speed pairs, while the right histogram presents the correspond-
ing bounding box size distributions. This figure offers a compre-
hensive view of variations in pedestrian appearance and behavior
dynamics.

Conclusions and Future Work
The annotated database presented in this study provides a

novel resource for advancing pedestrian action recognition, par-
ticularly in unstructured environments such as parking lots. By
focusing on actions indicative of distraction—such as ”looking
behind,” ”on a call,” and ”texting”—and incorporating speed an-
notations, this dataset contributes to safer and more adaptive au-

tonomous systems. The bounding box annotations and unique
person identifiers further enhance its utility for tasks like pedes-
trian tracking and behavior modeling. The results obtained from
this database have significant implications for autonomous driv-
ing and surveillance applications, where understanding pedestrian
behavior is critical to ensuring safety and efficiency.

Despite its contributions, the database has several limita-
tions. The dataset was recorded in a controlled environment with
a single off-the-shelf camera, which, while practical, limits its
scope in terms of diversity and environmental variability. Sce-
narios involving extreme weather, varied lighting conditions, or
densely crowded areas are not adequately represented. Further-
more, the dataset focuses on a specific set of actions and speeds,
which may not encompass all potential pedestrian behaviors of in-
terest in real-world settings. These limitations underline the need
for more comprehensive datasets to address these gaps.

Future work will focus on addressing these limitations by
expanding the dataset to include a broader range of scenarios,
including diverse environmental conditions, complex pedestrian
interactions, and crowded spaces. Integrating data from multiple
cameras or other sensor modalities, such as LiDAR, could provide
richer spatial and temporal information, enabling more robust ac-
tion recognition. Moreover, future efforts could explore auto-
mated annotation methods to scale dataset creation while main-
taining high annotation quality. These enhancements aim to estab-
lish a more comprehensive and versatile resource for the research
community.

By addressing these challenges, the dataset can serve as
a foundation for developing advanced machine learning models
capable of understanding nuanced pedestrian behaviors. This
progress will support safer and more reliable autonomous driving
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Table 1. Descriptive information of the dataset, including the total number of frames and the number of frames for each individual, action
and speed.

Total number of frames: 21580
Action Speed

ID Total No action
(default)

Looking
behind

On a call Texting Standing Walking Running

0 20502 12215 981 3338 3968 583 16347 3572
1 19233 10617 543 3812 4261 470 15170 3593
2 20864 13779 671 4291 2123 461 17470 2933
3 19474 13459 269 3086 2660 1049 13983 4442
4 16909 12683 339 1576 2311 446 11133 5330
5 10620 7028 240 1521 1831 831 7462 2327
6 10321 7368 219 1219 1515 966 7346 2009
7 7630 4735 - 1413 1482 700 5244 1686
8 9799 7078 139 1291 1291 800 6716 2283

Figure 2. Histograms of sequence lengths and bounding box sizes for different action categories.

systems and extend the dataset’s applicability to other domains,
such as urban planning, surveillance, and human-computer inter-
action.
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