
Scale-up Unlearnable Examples Learning with High-
Performance Computing
Yanfan Zhu, Vanderbilt University, Nashville, TN, USA,
Issac Lyngaas, Oak Ridge National Laboratory, Knoxville, TN, USA,
Murali Gopalakrishnan Meena, Oak Ridge National Laboratory, Knoxville, TN, USA,
Mary Ellen I. Koran, Vanderbilt University Medical Center, Nashville, TN, USA,
Bradley Malin, Vanderbilt University Medical Center, Nashville, TN, USA,
Daniel Moyer, Vanderbilt University, Nashville, TN, USA,
Shunxing Bao, Vanderbilt University, Nashville, TN, USA,
Anuj Kapadia, Oak Ridge National Laboratory, Knoxville, TN, USA,
Xiao Wang, Oak Ridge National Laboratory, Knoxville, TN, USA,
Bennett Landman, Vanderbilt University, Nashville, TN, USA,
Yuankai Huo, Vanderbilt University, Nashville, TN, USA

Abstract

Recent advancements in AI models, like ChatGPT, are struc-
tured to retain user interactions, which could inadvertently in-
clude sensitive healthcare data. In the healthcare field, partic-
ularly when radiologists use AI-driven diagnostic tools hosted
on online platforms, there is a risk that medical imaging data
may be repurposed for future AI training without explicit con-
sent, spotlighting critical privacy and intellectual property con-
cerns around healthcare data usage. Addressing these privacy
challenges, a novel approach known as Unlearnable Examples
(UEs) has been introduced, aiming to make data unlearnable
to deep learning models. A prominent method within this area,
called Unlearnable Clustering (UC), has shown improved UE
performance with larger batch sizes but was previously limited
by computational resources (e.g., a single workstation). To push
the boundaries of UE performance with theoretically unlimited
resources, we scaled up UC learning across various datasets
using Distributed Data Parallel (DDP) training on the Summit
supercomputer. Our goal was to examine UE efficacy at high-
performance computing (HPC) levels to prevent unauthorized
learning and enhance data security, particularly exploring the
impact of batch size on UE’s unlearnability. Utilizing the ro-
bust computational capabilities of the Summit, extensive experi-
ments were conducted on diverse datasets such as Pets, MedM-
Nist, Flowers, and Flowers102. Our findings reveal that both
overly large and overly small batch sizes can lead to performance
instability and affect accuracy. However, the relationship be-
tween batch size and unlearnability varied across datasets, high-
lighting the necessity for tailored batch size strategies to achieve
optimal data protection. The use of Summit’s high-performance
GPUs, along with the efficiency of the DDP framework, facili-
tated rapid updates of model parameters and consistent training
across nodes. Our results underscore the critical role of select-
ing appropriate batch sizes based on the specific characteristics
of each dataset to prevent learning and ensure data security in
deep learning applications. The source code is publicly available
at https: // github. com/ hrlblab/ UE_ HPC .

INTRODUCTION
In the era of data security, the absence of rigorous human

oversight during the process of data collection renders organi-
zations susceptible to heightened security threats [1]. The pro-
tection of sensitive information against unauthorized access and
inference attacks has become paramount. As machine learning
and deep learning technologies continue to permeate various sec-
tors, the inadvertent leakage of data through learned models poses
privacy risks. Recent advancements in enhancing data privacy
through machine learning and deep learning have led to the de-
velopment of innovative strategies which aim to make data inher-
ently resistant to unauthorized learning, are crucial in increasingly
data-driven world. This has led to the development of Unlearnable
Examples (UEs) [9], a technique designed to render data unlearn-
able (or unusable) by machine learning models and deep learning
models.

As the development of data poisoning algorithms for ma-
chine learning, such as SVMs [5] and deep learning [2], contin-
ues to advance, these techniques can also be utilized to protect
data characteristics from being learned by attackers. Data poison-
ing strategically alters the training dataset, thereby impairing the
ability of unauthorized models to train effectively as a unlearn-
able method shown in Figure1. This not only disrupts malicious
uses of data but also enhances the security of data attributes, safe-
guarding them against adversarial learning attempts.

Unlearnable Cluster(UCs) [3], a notable example, introduces
a label-agnostic method to create effective unlearnable exam-
ples(UEs) using cluster-wise perturbations. UC method, com-
pared to other UEs generate methods, are more powerful to pre-
vent attackers from learning and disclosing data content with-
out depending on specific data labels. While existing studies
have explored various aspects of making data unlearnable, there
is a dearth of systematic investigations into how different opti-
mization settings affect the efficacy of unlearnable clusters across
various datasets. Understanding the optimal settings that maxi-
mizes unlearnability without compromising the computational ef-
ficiency is crucial, particularly in enviroments that require the pro-
cessing of large volumes of data.

Inspired by insights from work [6] by Samuel et al., we find

IS&T International Symposium on Electronic Imaging 2025
High Performance Computing for Imaging 2025 184-1

https://doi.org/10.2352/EI.2025.37.12.HPCI-184
© 2025 Society for Imaging Science and Technology



Figure 1: Overview of the unlearnable methods applied to protect private pathology data. The upper section illustrates the traditional
pipeline where original private pathology data is used, potentially leading to data breaches. The lower section demonstrates the application
of unlearnable methods, which generate unlearnable pathology data to enhance data security and protect against unauthorized model
learning.

that instead of reducing the learning rate during the training pro-
cess, scaling up appears to be a more effective strategy to en-
hance and stabilize the performance of the UCs method. How-
ever, due to the complexity of the UCs approach, this methodol-
ogy requires substantial computational resources. In this context,
the Summit supercomputer [4] , one of the most powerful and ad-
vanced high-performance computing systems in the world hosted
at Oak Ridge National Laboratory (ORNL), offers an ideal exper-
imental environment.With a peak performance of 200 petaflops,
It consists of 4,608 compute nodes, each equipped with two IBM
POWER9 CPUs and six NVIDIA Volta GPUs, interconnected via
a high-bandwidth NVLink. It not only supports the optimization
of batch sizes but also significantly reduces the time cost associ-
ated with extensive computations, thereby facilitating more effi-
cient and scalable research experiments.

Therefore, in this study, we deploy the UCs method via
Distributed Data Parallel (DDP) on the Summit supercomputers,
aiming to validate the performance of this method through var-
ious scale-up optimizations. We conduct extensive experiments
across a diverse array of datasets including Pets [7], Flowers [13],
Flowers102 [11], and PathMNist, BloodMNist, OrganMNist-A
from MedMNist [12]. These datasets have been specifically se-
lected due to their relevance and the broad spectrum of challenges
and characteristics they represent within both medical and non-
medical imaging fields. This comprehensive evaluation not only
tests the robustness and adaptability of the UCs method but also
enhances our understanding of its effectiveness across different
data environments. The main contributions of this work are as
follows:

• An optimized UCs method specifically designed for the
DDP scenario is introduced, which effectively addresses
the operational challenges that were initially encountered
in models operating under DDP conditions. This method
enhances the stability and efficiency of distributed data pro-

cessing, providing a robust solution to previously observed
performance issues.

• The learning capabilities and final performance outcomes
of the UCs method across various batch sizes and datasets
are thoroughly investigated. This analysis yields valuable
insights into potential optimizations for the UEs methodol-
ogy, suggesting ways to enhance model performance and
efficiency under different computational conditions.

This study offers a more comprehensive exploration of the rela-
tionship between batch size and data unlearnability compared to
earlier works in the field. It utilizes the computational power of
the Summit supercomputer to examine the performance impact
of varying batch sizes on the UCs method. The research inves-
tigates whether increasing the batch size, with ample computa-
tional resources, correlates with improved performance outcomes
for the UCs method. Additionally, this study provides valuable
guidance for exploring research methodologies under substan-
tial computational resources across various models. The source
code has been made publicly available at https://github.

com/hrlblab/UE_HPC

METHOD
DDP Packed UCs

The UCs model primarily consists of two components: a
generator model and a surrogate model. The generator model
transforms random noise into cluster-wise noise, while the sur-
rogate model is employed. This training process ensures that the
noise-infused images more closely align with the disrupted clus-
ter labels in the feature space. During training, the model initi-
ates by generating clusters using k-means [10] and shuffling their
labels. Noise, created from these shuffled labels by the genera-
tor, is then added to images and trained in the surrogate model.
This process aims to achieve high accuracy with the noise on the
surrogate model, ensuring that the noise added to the network is

184-2
IS&T International Symposium on Electronic Imaging 2025

High Performance Computing for Imaging 2025



effectively learned, thereby better aligning the images in the fea-
ture space with the disrupted labels. This methodology does not
strictly adhere to the number of labels during noise generation,
which makes it particularly effective in label-agnostic scenarios.
Consequently, it safeguards the data features from being learned,
providing robust protection against potential data breaches.

In the training process of the UCs method, each cluster
requires individual training, presenting significant challenges in
terms of computational resources and time costs. Given these
demands, it is imperative to utilize DDP when investigating the
training efficacy of the network under large batch scenarios. DDP
allows for the distribution of computational tasks across multiple
nodes, greatly enhancing the efficiency and scalability of the pro-
cess. This approach not only mitigates the resource and time con-
straints but also ensures consistent and accurate training across
different clusters, making it essential for handling the intensive
demands of the UCs method effectively.

DDP is a training technique used that allows for the paral-
lel processing of large datasets across multiple computing nodes,
typically GPUs or CPUs in a distributed system. The principle
behind DDP is to replicate the model across all the participating
nodes and then partition the input data so that each node works
on a different subset of the data simultaneously. During the train-
ing process, each node computes the gradients for its subset of
data independently. After completing the gradient computations,
the nodes synchronize their gradients across the network to update
the model consistently. This synchronization is typically achieved
through collective communication operations such as all-reduce,
which efficiently aggregates gradients across all nodes and dis-
tributes the updated values back to them. This approach ensures
that all nodes maintain a consistent view of the model, leading to
faster convergence and scaling efficiency because the workload is
distributed and the network’s computational resources are utilized
optimally. By using DDP, large-scale models that would be infea-
sible to train on a single machine due to memory constraints or
computational demands can be effectively trained in a fraction of
the time, making this approach highly valuable for training com-
plex models on extensive datasets.

In the context of deploying the UCs method, which incorpo-
rates elements of Generative Adversarial Networks (GANs) [8],
the use of Distributed Data Parallel (DDP) is pivotal, particu-
larly when investigating the impacts of different batch sizes. This
UCs method in Figure2, integrating both a DDP-packed genera-
tor model and a DDP-packed surrogate model, is designed to op-
timize the injection of noise that disrupts the feature space align-
ment of data categories within a large-scale scenario. In the UCs
DDP-packed method, the K-means initialization is performed on
a single machine. Subsequently, the process group is initialized
to handle communication between nodes. Several related func-
tions are employed to configure the distributed environment, set-
ting up communication across multiple GPUs or nodes in a clus-
ter using environment variables such as MASTER ADDR, RANK, and
LOCAL ADDR. Data loaders are configured with transformations,
and the DistributedSampler is used to ensure that the dataset is
correctly partitioned across the nodes, preventing any overlap that
could lead to biased or redundant learning. Data with the same
batch size is evenly distributed to each node, where the training
steps are processed.

In essence, DDP not only enhances computational efficiency

but also ensures the reliability and reproducibility of results when
exploring how different batch sizes affect the training dynamics
and performance of the UCs model. This approach enables a
more robust exploration of data unlearnability across varied com-
putational settings, which is critical for developing effective data
protection mechanisms in AI models.

Modified Surrogate Model for Synchronized Bias
and Weights

The synchronization of model parameters including biases
and weights is a pivotal aspect of ensuring uniform model per-
formance across multiple GPUs or nodes. Traditional surrogate
model of UCs method commonly encounter issues with param-
eter synchronization when hooks are used to extract the features
within the full connection layer. This leads to discrepancies in
learning updates. To en-counteract this challenges, we have devel-
oped the modified surrogate model, ResNetWithFeature, that is
specifically engineered for use in DDP environments.

The ResNetWithFeature model adapts the standard
ResNet architecture by modifying how features are extracted and
processed across the network. Instead of employing traditional
hooks in the forward process that can cause asynchronous up-
dates, this model utilizes a tailored mechanism to capture inter-
mediate features directly within the forward pass of the mdoel.
By embeddomg feature extraction directly into the computational
graph of the model, it ensures that all feature maps and corre-
sponding parameters are inherently synchronized across all nodes
during backpropagation. This adjustment not only prevents the
potential misalignment of weights and biases but also maintains
the efficiency and scalability of the DDP framework.

This synchronization reduces the risks associated with di-
vergent behaviors among nodes. Futhermore, by ensuring that
all parameters are update uniformly, the model leverages the full
computational power of the Summit supercomputer, thereby im-
proving overall training speed and performance. The modification
made in the ResNetWithFeature demonstrate a practical solution
to the challenges posed by traditional hook-based feature extrac-
tions in distributed training environments, can be reproduced on
any other surrogate model chosen. A substantial number of batch
job scripts can be submitted to the Summit supercomputer to han-
dle training with varying batch size parameters. This process pro-
vides us with reliable data, essential for studying the impact of
scaling up techniques on the performance of the network model.

DATA AND EXPERIMENTAL DESIGN
Data

In our evaluation, we utilize a range of datasets including
Pets [7], Flowers [13], Flowers102 [11], as well as OrganMNist-
A, BloodMNist, and PathMNist from MedMNist [12]. The first
three datasets represent real-world objects, while the latter ones
are medical imaging datasets. By conducting experiments across
these diverse datasets, we assess the model’s performance under
various real-world and medical imaging scenarios.

Experimental Design
The network is trained using the Adam optimizer with a

specified learning rate, with a weight decay of 5e-4 applied. To
manage the learning rate throughout the training process, a cosine
annealing scheduler is implemented, gradually reducing the learn-
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Figure 2: Structure of the DDP-Packed UCs Method, with both generator and surrogate models utilizing DDP.Note that the generator
models and surrogate models are distributively deployed on each node of the Summit Supercomputer.

ing rate to a minimum threshold over the full training cycle. The
Kullback-Leibler divergence loss function with batch mean reduc-
tion is used to optimize the network, ensuring effective training.

Experiments are conducted on six different datasets to eval-
uate model performance across a range of scenarios. The training
setup is scaled across 8 nodes, each equipped with 6 GPUs. Batch
sizes of 32, 64, 128, 256, 512, and 1024 per GPU are tested to an-
alyze the network’s behavior and outcomes under different batch
size configurations. To assess the performance of the UCs method
on medical images with smaller batch sizes, training is conducted
on PathMNist and BloodMNist with batch sizes of 32, 64, 128,
256, and 512. The number of clusters generating perturbations is
kept consistent across all experiments to avoid the uncertainty in
results that could arise from variations in the number of perturba-
tion clusters.

RESULTS
Table1 illustrates the performance of models trained on dif-

ferent datasets with varying batch sizes with the same cluster per-
turbation parameters, comparing to the performance of models
trained on the clean datasets and the performance of the baseline
results from Zhang et al [3].

The Figure3 of accuracy across different batch sizes for six
datasets (BloodMNist, PathMNist, OrganMNist, Pets, Flowers,
and Flowers102) reveal distinct trends that underscore the dataset-
specific nature of batch size effects on model performance and
data unlearnability.

Based on the accuracy for BloodMNist and PathMNist

across various smaller batch sizes in the Figure 4, we can ob-
serve distinct trends in the data. For BloodMNist, as batch size
increases, the mean and maximum accuracy generally improve,
peaking around batch size 256. This trend suggests that mid-
range batch sizes could be optimal for achieving higher accu-
racy on this dataset. Interestingly, the minimum accuracy remains
relatively stable across lower batch sizes but drops significantly
around batch size 128. This pattern may indicate that smaller
batch sizes introduce variability, potentially enhancing data un-
learnability but reducing overall stability. While in PathMNist,
the results reveal a somewhat different trend. The mean and max-
imum accuracy gradually increase with larger batch sizes, while
the minimum accuracy shows a more variable pattern, with an ini-
tial increase at batch size 128, followed by a dip around batch size
256, and a steady rise afterward. This implies that larger batch
sizes contribute to consistent learning outcomes, potentially de-
creasing data unlearnability for this dataset. Smaller batch sizes,
conversely, show more variability in performance, which could in-
dicate greater resistance to learning specific features in the PathM-
Nist.

DISCUSSION
The results from all the experiments conducted reveals that

the relationship between batch size and model performance is
highly dataset-dependent, underscoring the need for dataset-
specific configurations when training models to optimize unlearn-
ability. While some datasets, like BloodMNist and Flowers102,
benefit from larger batch sizes, others, such as OrganMNist and
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Table 1: Model Performance Across Different Batch Sizes and Clean Data (ACC, %)
Dataset Batch Size Clean Data Initial Baseline

1536 3072 6144 12288 24576 49152
Pets 18.41 20.58 16.33 20.58 18.58 16.00 55.40 12.21

Flowers102 41.09 36.45 38.06 41.38 40.62 42.13 78.24 35.55
Flowers 59.29 49.35 54.00 44.22 47.75 58.33 71.24 N/A

BloodMNist 60.71 47.62 62.49 73.21 54.36 67.06 91.65 N/A
PathMNist 60.41 56.34 55.68 59.36 64.79 60.64 81.03 N/A

OrganMNist - A 66.73 71.21 63.66 60.77 53.72 56.95 95.12 N/A

Figure 3: Box plots showing model accuracy across different batch sizes for various datasets, illustrating the impact of batch size on
performance variability. Dashed lines in Pets and Flowers102 represent the baseline performance. Different datasets exhibit varying
training performance as the batch size gradually increases, highlighting the importance of a tailored approach to batch size selection for
applications requiring robust data protection through unlearnability.

Flowers, achieve better results with mid-range or smaller batch
sizes. In certain cases, larger batch sizes yield higher accuracy
(e.g., PathMNist and Flowers), whereas smaller or mid-range
batch sizes are more effective in reducing accuracy—and thus en-
hancing unlearnability—in datasets like BloodMNist and Flow-
ers102. This variability highlights the importance of a tailored
approach to batch size selection for applications requiring robust
data protection through unlearnability.

Furthermore, this study systematically investigates the ef-
fects of varying batch sizes on data unlearnability across a range
of datasets, encompassing both medical and non-medical images.
The findings demonstrate that the optimal batch size for achiev-
ing unlearnability is highly specific to the dataset, a complex-
ity that previous studies have not fully addressed. Utilizing the
computational power of the Summit supercomputer, this research
enables extensive experimentation that yields novel insights into

how batch size configurations can be optimized to enhance data
security.

In comparison to prior studies, this work provides a more
comprehensive understanding of the relationship between batch
size and data unlearnability on UCs method. The results under-
score the necessity of a flexible, dataset-specific approach for ef-
fective data protection. Consequently, this study contributes a
scalable and adaptable framework for enhancing data privacy in
AI models, with significant implications for securing sensitive in-
formation in applications such as healthcare.

CONCLUSION
In conclusion, this study highlights the critical role of batch

size in optimizing the performance of UCs for data security in
deep learning models. By leveraging the Summit supercomputer’s
capabilities, we demonstrate that the relationship between batch

IS&T International Symposium on Electronic Imaging 2025
High Performance Computing for Imaging 2025 184-5



Figure 4: Curve plots of model accuracy across batch sizes of 32,
64, 128, 256, and 512 for BloodMNist and PathMNist. Training
with 32 batch sizes on PathMNist leads to better performance,
while BloodMNist exhibits a similar trend when training with
smaller batch sizes(64) but shows weaker training results com-
pared to large batch size variations. This phenomenon supports
the notion that the training performance of the UCs under DDP is
data-specific and varies depending on the dataset.

size and model accuracy is highly dataset-specific, with differ-
ent configurations yielding varying results across datasets. Our
findings emphasize the need for tailored batch size strategies to
enhance data unlearnability, thereby providing a more effective
framework for safeguarding sensitive information in AI applica-
tions, particularly in fields like healthcare.
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