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Abstract
In this paper, we introduce silhouette tomography, a novel

formulation of X-ray computed tomography that relies only on the
geometry of the imaging system. We formulate silhouette tomog-
raphy mathematically and provide a simple method for obtaining
a particular solution to the problem, assuming that any solution
exists. We then propose a supervised reconstruction approach that
uses a deep neural network to solve the silhouette tomography
problem. We present experimental results on a synthetic dataset
that demonstrate the effectiveness of the proposed method.

Introduction
X-ray computed tomography (CT) is an imaging modality

that involves collecting X-ray projection images of the same ob-
ject from many angles and using them to reconstruct a 3D image
of the object. It has applications in medicine [20], nondestruc-
tive testing [11], and security [25]. When the number of projec-
tion angles is large and the scanner is well characterized in terms
of its geometry, the spectrum of the X-rays used, and the spec-
tral response of the detector, CT reconstruction may be accurately
performed by either linear [2] methods or model-based iterative
reconstruction [26, 12].

More recently, research on CT reconstruction has focused
on so-called extreme imaging, wherein the projections are lim-
ited in number [14, 9], angular coverage [23], or signal-to-noise
ratio [10, 16]. In these settings, heavy use of prior information—
either in the form of regularization or machine learning—is
needed to form an adequate reconstruction. Especially in the case
of learning-based approaches to CT reconstruction, many meth-
ods have been developed and evaluated in a setting where both
testing and training data are generated in silico and use exactly
the same imaging model (sometimes called inverse crime). While
this approach is useful at the proof-of-concept stage, it does not
provide an accurate picture of how these methods would perform
on real, experimental data.

In this work, we present silhouette tomography (ST), a novel
formulation of the X-ray CT reconstruction problem that sidesteps
the need to accurately model a CT system in order to perform
model-based reconstruction or generate training data for learning-
based reconstruction. In ST, rather that relying on the grey-level
values of the measured projections, we instead only use them to
determine if an object of interest is present in each pixel (equiva-
lently, along each ray). In doing so, we transform the CT recon-
struction problem into one that is purely geometric, and therefore
only requires knowledge of the geometry of the imaging system
(e.g., the projection angles and the cone angle). This simplifies
system calibration and increases the chance that a learning-based
algorithm trained on simulation data will generalize well to real,
experimental data. This approach has the added benefit of en-

abling reconstruction of objects in cluttered scenes and/or in the
presence of highly-absorbing objects, provided that the object of
interest can be accurately segmented in each projection view. On
the other hand, choosing the ST formulation instead of the CT one
generally leads to a less well-posed and therefore more challeng-
ing reconstruction problem.

Related work. In binary tomography [22, 21, 18, 8], the
object to be reconstructed is binary, but—distinct from ST—the
measurements are real-valued. In shadow tomography [15], the
the actual shadows cast by an object, rather than its X-ray projec-
tions, are used to determine its shape.

Outline. In the next section, we formulate the silhouette
tomography reconstruction problem and define the maximal re-
construction, which provides a simple way of finding at least one
solution to any ST problem. We then present a learning based-
approach to ST reconstruction. Finally, we provide an experi-
mental comparison of these methods and conclude.

Silhouette Tomography
The silhouette tomography problem is to recover the nonzero

support of an object from its binarized X-ray projections. Mathe-
matically, we represent the object as a binary vector xxx ∈ {0,1}N ,
with either N = N1 ×N2 (height × width, 2D problems) or N =
N1 ×N2 ×N3 (depth × height × width, 3D problems). Let xxx[n] =
1 if the object occupies pixel/voxel n and xxx[n] = 0 otherwise.
The binarized X-ray projection measurements are yyy ∈ {0,1}M ,
with M = V ×M1 (number of views × length, 2D problems) or
M =V ×M1 ×M2 (number of views × height × width, 3D prob-
lems). Let yyy[m] = 1 if the object occupies any of the pixels/voxels
along ray m and yyy[m] = 1 otherwise. We can relate the projec-
tions yyy to the object xxx via the silhouette tomography operator,
S : RN →{0,1}M , defined as

yyy = S(xxx) = T>0(HHHxxx), (1)

where HHH ∈ RM×N is a linear X-ray transform operator with
HHH[m,n]≥ 0 and T>0 is a thresholding operator defined by

T>0(xxx)[n] =

{
1 xxx[n]> 0;
0 otherwise.

(2)

In contrast to the linear tomography problem, the silhouette
tomography problem generally admits multiple solutions even
when the number of views is large. The linear tomography prob-
lem is to recover a real-valued object xxx ∈ RN from its real-valued
measurements yyy ∈ RM given by

yyy = HHHxxx, (3)

where HHH ∈ RM×N is again a linear X-ray transform operator. For
this linear problem, the solution is unique when M ≥ N because
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Figure 1: Silhouette tomography generally has multiple solutions.
For example, each ray intersecting the left object also intersects
the right one and each ray not intersecting the left object also does
not intersect the right one.

HHH can be assumed to have linearly independent rows. In silhou-
ette tomography, we have strictly less information because the
measurements are binary. While a theoretical analysis of its ill-
posedness is beyond the scope of this paper, it is easy to come up
with examples of shapes that cannot be distinguished by measure-
ments of the form (1), see, e.g., Figure 1.

For any silhouette tomography problem, we now show that
there is always one solution that is uniquely defined and easy to
compute; we call it the maximal solution.

Definition 1 (Maximal solution). The maximal solution, xxxmax(yyy),
of (1) is the xxx that has the maximal norm among all xxx’s that satisfy
(1),

xxxmax(yyy) = argmax
xxx

∥xxx∥2
2 s.t. S(xxx) = yyy. (4)

We will sometimes drop the argument (yyy) when it is clear from
context.

Theorem 1 (Computing the maximal solution). When any solu-
tion to (1) exists, the maximal solution of (1) is given by

xxxmax(yyy) = ¬T>0(HHHT (¬yyy)), (5)

where ¬ denotes Boolean negation (i.e., swapping 0 and 1).

Proof. We first show that xxxmax satisfies (1). Equation (1) im-
plies that yyy[m] = 1 if and only if that there exists an n such that
HHH[m,n] > 0 and xxx[n] = 1. Conversely, yyy[m] = 0 if and only if for
all n such that HHH[m,n] > 0, xxx[n] = 0. The maximal reconstruc-
tion has xxxmax[n] = 1 for all n except those that fall into the later
case, i.e., it is only zero where it must be: by the construction
(5), xxxmax(yyy)[n] = 0 if and only if HHHT (¬yyy)[n] > 0, which implies
that there exists m such that yyy[m] = 0 and HHH[m,n]> 0. Thus, if a
solution to (1) exists, xxxmax is a solution to (1).

Next, we show that xxxmax has maximal norm among all so-
lutions to (1). Suppose zzz ∈ {0,1}N with ||zzz||22 > ||xxxmax||22. Then,
there exists some n′ such that zzz[n′] = 1 but xxxmax[n′] = 0. Then,
by the same reasoning as above, there exists an m′ such that
yyy[m′] = 0 and HHH[m′,n′] > 0. We can then calculate (HHHzzz)[m′] =
∑

N
j=1 HHH[m′, j]zzz[ j]≥HHH[m′,n′]zzz[n′]> 0. Thus T>0(HHHzzz)[m′] = 1, but

yyy[m′] = 0. Hence zzz is not a solution to (1). This shows that xxxmax
has the largest norm of any solution to (1), as claimed.

Preparing Data. We now describe how ordinary X-ray CT
projection data can be processed so that it can be reconstructed
using ST. In the simplest case wherein we are imaging a single

object, it suffices to simply threshold the projection images, cre-
ating binary masks indicating the presence or absence of the ob-
ject at each pixel in each projection. If the goal is to reconstruct
multiple objects, then each one should be segmented separately
and one ST reconstruction performed for each. Automating this
segmentation process is outside the scope of the current work.

Proposed Method: Supervised Reconstruc-
tion

We propose a deep learning-based approach to solving the
ST reconstruction problem. The approach is based on using a
database of paired objects, xxx, and measurements, yyy, along with a
known linear X-ray transform operator, HHH, to learn to reconstruct
xxx from yyy. Thus, given D tuples of training data (xxxd ,yyyd ,HHH), d =
1, ...,D, we train our network weights according to

θθθ
∗∗∗ = argmin

θθθ

1
D

D

∑
d=1

||xxxd − fff θθθ (HHH
T yyyd)||22, (6)

where fff is a neural network with parameters θθθ .
Proposed Architecture. Because the ST reconstruction

problem is highly ill-posed, the choice of fff is important for ob-
taining a useful solution to (6). The model we propose is a deep
U-Net based on the architecture described in [24].

A complete schematic of the proposed architecture is shown
in Figure 2. The proposed architecture has six down-sampling
blocks and six up-sampling blocks. These blocks are inspired by
the residual blocks used in BigGAN [3]. The internal structure of
each of these blocks is shown in the figure. In each “down” block,
the number of channels increases by 64, and the spatial dimension
of the features decreases by a factor of two. In the “down” blocks,
the first 3× 3 convolution increases the number of channels. In
each “up” block, the number of output channels decreases by 64
relative to the previous block, and the spatial dimension of the
features increases by a factor of two. In the “up” blocks, the first
3×3 convolution decreases the number of channels. The network
also includes skip connections, indicated by the gray dashed ar-
rows in the figure. Features extracted in the down-sampling path
are concatenated with those of the same size in the up-sampling
path before each “up” block.

Batch normalization [7] is used throughout the network. This
operation is indicated by “BN” in the figure. The sigmoid linear
unit, also known as “SiLU” or “Swish,” is used as the activation
function throughout the network, and is defined pointwise for x ∈
R by

Swish(x) = x ·σ(x) =
x

1+ e−x , (7)

where σ is the standard logistic sigmoid function.
In total, our proposed architecture has approximately 22.3

million trainable parameters.

Experiments and Results
Dataset. We created a synthetic dataset to test the pro-

posed approach to silhouette tomography. The dataset consisted
of 2,036 3D objects (e.g., airplanes, birdhouses, bottles, ...) cho-
sen at random from the ShapeNet dataset [4]. In order to generate
binary ground truth volumes that were suitable for our experi-
ments, we preprocessed each object in the following way: We
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Figure 2: Schematic of the proposed neural network architecture. The internal structure of each downsampling and upsampling block is
shown in the orange and green boxes respectively.

made the model watertight using code from [6]. Then, we ran-
domly rotated the model using Trimesh [5] and voxelized on a
511×511×511 grid using the method of [13]1.

The dataset was then randomly split into 1,832 volumes for
training, 102 volumes for validation, and 102 volumes for testing.

For each volume, we simulated X-ray measurements using
parallel beam geometry with 8 equispaced views at angles in the
range [0,π). All X-ray projections and backprojections were sim-
ulated using the ASTRA toolbox [1]. With this choice of geom-
etry, the reconstruction problem can be completely separated into
2D slices.

Most of the volumes in the dataset contained some slices
with no object content. These empty slices were not were not
used during training, validation, or testing. Once these slices were
removed, there were 698 485 slices for training, 39 628 slices for
validation, and 38 824 slices for testing. An object from the test-
ing set and one corresponding slice is shown in Figure 3.

Figure 3: An object from the testing set and one slice from it.

Training details. Because the proposed architecture repeat-
edly down-samples its input by a factor of two, it is most naturally
suited to an input size with many factors of two. To accommo-
date this, every input to the network was zero-padded to a size of
512×512, and the output was cropped back to a size of 511×511.

1Available at https://github.com/nikwl/inside_mesh.

Method MSE PSNR SSIM

maximal 0.0628 15.29 0.921
U-Net 0.0229 22.96 0.875
binarized U-Net 0.0283 22.02 0.952

Table 1: Quantitative comparison of maximal reconstruction and
the proposed method on a silhouette tomography reconstruction
problem. The best result in each row is indicated in bold.

The training objective was given by (6). The model was im-
plemented using PyTorch and trained using the Adam optimizer
with a learning rate of 10−5 and a batch size of 8. The model was
trained for a total of four passes over the training set (epochs), af-
ter which both the training and validation losses had empirically
converged. The training took approximately 19 hours using eight
NVIDIA GeForce RTX 2080 Ti GPUs.

Quantitative comparison. Table 1 gives a quantitative
comparison of the reconstruction methods on the test set using
three metrics: mean squared error (MSE), peak signal to noise ra-
tio (PSNR), and the structural similarity index measure (SSIM).
The numbers given in the table are the average for the three met-
rics across every slice of the test set. The SSIM was computed
using the implementation in the TorchMetrics library with its de-
fault parameters [17]. The row “U-Net” gives metrics computed
using the raw (floating point) output of the trained network. The
row “binarized U-Net” gives metrics computed after thresholding
the network’s output at a value of 0.5. There was one slice in the
test set for which the thresholded neural network reconstruction
had an MSE of 0, resulting in an infinite PSNR. The PSNR of this
slice was discarded when computing the average PSNR over the
test set.

The neural network reconstruction significantly outperforms
the maximal reconstruction in terms of both MSE and PSNR, both
with and without the binarization. The maximal reconstruction
outperforms the raw network output in terms of SSIM, but still
falls short of the thresholded network output. This is likely be-
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(a) ground truth xxx

(b) network input HHHT yyy (c) maximal reconstruction
xxxmax(yyy)

(d) NN reconstruction (e) NN reconstruction (binarized)
Figure 4: Qualitative comparison of the proposed reconstruction
methods on one slice of the test set.

cause SSIM penalizes differences in overall contrast between im-
ages, where the variance of an image is used as a proxy for its
contrast [19]. Therefore the network is penalized for any uncer-
tainty in its reconstructions, i.e. outputting pixel values between 0
and 1. Hence thresholding improves the SSIM of the supervised
reconstruction, despite lowering its MSE and PSNR.

Qualitative comparison. Figure 4 gives a qualitative com-
parison of the maximal reconstruction and the learned reconstruc-
tion on a representative slice of the test set. It is evident that
the maximal reconstruction significantly overestimates the object
content of the slice, whereas the proposed method recovers some
of the smooth structures present in the ground truth.

By reconstructing each slice of a 3D volume separately and
stacking them, we can perform 3D reconstruction. Figure 5 gives
a comparison of a full 3D volume of the test set reconstructed
using both the maximal and proposed methods.

Comparison with linear tomography. For extra context,
we include a comparison between the proposed supervised ap-

Method MSE PSNR SSIM

U-Net 0.00123 34.20 0.982
binarized U-Net 0.00160 33.27 0.990

Table 2: Quantitative results for supervised linear tomography re-
construction using the proposed network architecture. The best
result in each row is indicated in bold.

proach to silhouette tomography and a similar approach to linear
tomography as formulated in (3). To do this, the proposed archi-
tecture was trained with training objective (6) with yyyd = HHHxxxd . All
training settings, including optimizer, batch size, learning rate,
and length of training were identical to the model trained for sil-
houette tomography.

Quantitative results are given in Table 2. We again present
metrics computed using both the floating point network output
and the network output after thresholding at a value of 0.5. In
this case, there were 74 slices in the test set for which the thresh-
olded network output had an MSE of 0, giving an infinite PSNR.
The PSNR of these slices was discarded when computing average
PSNR on the test set.

The supervised model trained for linear tomography per-
forms substantially better than the model trained for silhouette
tomography across all metrics. This is unsurprising, because the
ST problem is more ill-posed than the linear tomography prob-
lem. Moreover, we propose ST as a possible approach to tomog-
raphy in settings where linear tomography is impractical. This
experimental setup is ideal for linear tomography to succeed: the
forward operator HHH is known perfectly, the measurements yyy are
free of any additional noise, and the objects being imaged are
completely uniform in material composition.

This comparison is valuable because it quantifies the size of
the performance gap between linear and silhouette tomography
under ideal conditions. Additionally, it demonstrates that the pro-
posed neural network architecture is highly successful in the lin-
ear setting, which suggests that it is also a reasonable choice for
silhouette tomography reconstruction.

Discussion and Conclusion
We introduced silhouette tomography (ST), a novel approach

to X-ray CT that formulates the image reconstruction problem
purely geometrically. Whereas both traditional model-based re-
construction and existing learning-based approaches to X-ray CT
rely on an accurate model of the imaging system—either for re-
construction or to generate realistic training data—the ST ap-
proach requires only geometric information, i.e., the projection
angles. Rather than reconstructing a 3D absorption map, ST re-
constructs a binary map representing whether the object does or
does not exist at each point in space. This type of reconstruction
is particularly well-suited to nondestructive testing and security
applications where object shapes are more important than density
variations.

We mathematically formulated the ST problem and showed
that when the problem has a solution, it always admits a unique
solution that is maximal in norm. We then proposed a supervised
deep learning approach for ST reconstruction, and demonstrated
that this approach significantly outperforms the maximal solution
across multiple reconstruction metrics. These results demonstrate
that supervised learning is an effective method for ameliorating
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(a) ground truth (b) maximal reconstruction (c) NN reconstruction

Figure 5: Visual comparison of maximal and supervised approaches for 3D object reconstruction.

the ill-posedness of the ST reconstruction problem, at least on our
shape dataset.

Extensions to this work could involve adapting the network
architecture to handle fully 3D reconstruction, performing experi-
ments on real data, and developing automated methods to segment
objects in X-ray projection images.
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