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Abstract

Neural Radiance Fields (NeRF) have attracted particular at-
tention due to their exceptional capability in virtual view gener-
ation from a sparse set of input images. However, their scope
is constrained by the substantial amount of images required for
training. This work introduces a data augmentation methodology
to train NeRF using external depth information. The approach en-
tails generating new virtual images at different positions through
the utilization of MPEG’s reference view synthesizer (RVS) to
augment the training image pool for NeRF. Results demonstrate
a substantial enhancement in the output quality when employing
the generated views in comparison to a scenario where they are
omitted.

Introduction

Advancements in neural rendering techniques [1, 2, 3] have
increased the capabilities of Neural Radiance Fields (NeRF) [4] in
generating realistic scenes from sparse viewpoint data. By utiliz-
ing the potential of NeRF, remarkable progress has been made in
synthesizing high-quality 3D scenes. However, the effectiveness
of NeRF depends largely on the quality and diversity of the input
data. To overcome this problem, some authors have considered
using depth information as a prior to improve the quality results
or to reduce training time [5, 6, 7].

This document follows this lead from the point of view of
data augmentation, specifically targeting the enhancement of the
quality of rendered images through the proposed approach. Data
augmentation techniques can artificially increase the number of
training images, allowing the model to be exposed to a wider va-
riety of data without capturing additional real-world images. Our
research introduces a novel methodology that integrates depth in-
formation and an MPEG (Moving Picture Experts Group) Refer-
ence View Synthesizer (RVS) [8] into the NeRF framework. To
do this, we synthesize novel views to improve the model quality.
This integration is not merely an addition of data; rather, it is a
strategic enhancement that leverages depth-aware augmentation
to enrich the input dataset. By doing so, we aim to significantly
refine the target-rendered images, thereby overcoming some of
the limitations posed by sparse data conditions.

Our approach represents an effective step in the evolution of
neural rendering, particularly in the context of NeRF-based re-
construction systems. This work presents an in-depth exploration
and analysis of our methodology, demonstrating the effectiveness
of integrating depth information and the Reference View Synthe-
sizer in advancing NeRF-based rendering. Moreover, the Refer-
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ence View Synthesizer aids in generating additional viewpoints,
further augmenting the dataset and enhancing the robustness of
the rendering process. Together, these advancements contribute to
achieving higher fidelity and accuracy in the synthesized scenes,
marking a significant leap forward in the field of neural render-
ing. This document not only explains the theory of our approach
but also presents empirical evidence to substantiate the efficacy of
depth-augmented NeRF in various rendering scenarios.

Methodology

In this section, we discuss a method for augmenting datasets
for training with NeRF models where the number of available im-
ages is not sufficient. Using this method, virtually synthesized
images (known as augmented images) will be added to the train-
ing dataset using an augmentation method.

The number of input training images plays a crucial role in
the performance of NeRF models. A higher number of diverse
training images can lead to a more detailed and accurate repre-
sentation [9]. Diversity denotes the variety or range of different
information present in the dataset. For view synthesis applica-
tions, diversity in views would mean having images or observa-
tions from a wide range of angles, positions, lighting conditions,
and distances, ensuring that the dataset covers a comprehensive
representation of the scene. This variety is crucial for training
models like NeRF to generalize well across unseen views, lead-
ing to more accurate and robust 3D reconstructions and render-
ings [10, 11]. However, if the training dataset lacks diversity or is
limited, the resulting NeRF model may not be able to fully recon-
struct the scene.

Synthesizing images using other techniques can augment the
training dataset for NeRF, offering some advantages. Here are the
steps required for our method (Figure 1):

* In the first step, the original available images must
be calibrated, and camera parameters can be extracted
using structures-from-motion techniques (SFM) such as
COLMAP [12].

* Next, we generate a depth map based on the existing im-
ages. In order to generate depth maps, we use MPEG Depth
Estimation Reference Software (DERS) [13], a high-quality
depth estimation tool (No need for this step if the depth maps
are available).

* The MPEG Reference View Synthesizer (RVS), as a tool for
synthesizing novel views, is used to synthesize virtual im-
ages in the position of missing images based on the original
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Figure 1. Proposed pipeline to augment existing data, including calibration, depth map generation, and reference view synthesize

images and their depth maps and camera parameters.

* The augmented virtual images are added to the training pool
of the available images with their corresponding camera pa-
rameters.

» New dataset pool is used to train the NeRF model.

Some considerations are important in our pipeline. The vir-
tual images should be positioned in places where they are not out
of the original images’ field of view (known as their boundaries).
In the case that the defined positions are out of the boundary, the
augmented images will have occluded areas, which reduces the
quality of the trained model. The quality of the depth maps is
another important parameter. The quality of the model will be
reduced if depth maps are inaccurate and not sharp; otherwise,
artifacts will appear in the augmented images.

Experiment condition

We conducted two distinct series of experiments, each using
datasets that comprise 5 X 5 images or a subset of them. The
primary objective of these experiments was to strictly evaluate the
performance of the Neural Radiance Fields (NeRF) model under
varying data availability conditions and adding extra augmented
images.

The first series of experiments was dedicated to training
the NeRF model exclusively with original images. This process
started with the utilization of a complete set of 5 x 5 original im-
ages. Subsequently, in a step-wise manner, we reduced the num-
ber of images used for training the models to subsets of 4 x 4,
3 x 3, and 2 x 2 original images. This decremental approach (de-
picted in Figure 2 - top row), allowed us to systematically analyze
the impact of reducing the quantity of training data on the model’s
performance. This approach was instrumental in understanding
the baseline capabilities of the NeRF model when operating with
limited data, a common scenario in practical applications.

The second series of experiments was designed to explore
the efficacy of incorporating synthesized images alongside the
original ones. In this phase, we augmented the datasets by adding
synthesized images, which were generated in the previous part,
to the positions corresponding to the missing views in the orig-
inal dataset. This resulted in a comprehensive 5 x 5 dataset, a
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mixture of original (denoted as yellow squares) and synthesized
(indicated as purple squares) images (illustrated in Figure 2 - bot-
tom row). The purpose of this step was to assess the impact of
data augmentation on the NeRF model’s ability to render accu-
rate and high-fidelity images. By comparing the outcomes of
these two experimental series, we aimed to demonstrate the po-
tential improvements in model performance that can be achieved
through the strategic integration of synthesized data, thereby pro-
viding valuable insights into the optimization of NeRF models for
enhanced neural rendering.

Our experiments were carried out utilizing the nerf-pytorch
implementation of NeRF [14]. We conducted each experiment
on a 5 x 5 dataset configuration. To obtain the necessary cam-
era parameters, we employed COLMAP. Depth maps for images
were generated using the MPEG’s Depth Estimation Reference
Software (DERS), taking into account all 5 x 5 images. In every
experiment, the test image was placed in the upper left corner,
designated Vjy. For the process of augmentation at each stage of
the experiment, synthesized images were created using Reference
View Synthesizer (RVS). This synthesis was based on the corner
images, excluding the test image to maintain the integrity of the
experimental conditions.

Datasets

For our experiments, we utilized three datasets. The first
is a 5 x 5 subset extracted from the ULB toys table dataset
[15, 16, 17]. This dataset features a baseline distance of 32mm
between captured views. The second dataset, also structured
as a 5 x5 grid, was captured using an Azure Kinect camera
mounted on a moving structure at UPM (Universidad Politéc-
nica de Madrid), with a similar baseline of 20mm between the
views. The third dataset is a 5 x 5 subset of the Garage dataset
[18], which is a synthetic creation developed using Blender soft-
ware [19] and provided by ETRI (Electronics and Telecommu-
nications Research Institute). Unlike the first two datasets, the
Garage dataset has a larger baseline distance of 60mm between its
captured views. These diverse datasets, encompassing both real
and synthetic environments, were chosen to test our experiments
under varied conditions and baselines.

IS&T Infernational Symgosium on Electronic Imaging 2024
DI

maging and Applicafions 2024



Multi-view array
4x4

Original multi-view array
5x5

Multi-view array
3x3

Multi-view array
2x2

Multi-view array
4x4+Syntheses

D Original image
D Non-existent image
D Synthesized image

Multi-view array
3x3+Syntheses

Multi-view array
2x2+Syntheses

Figure 2. Configurations for different experiments, training using just original images (top row), training using original and augmented images (bottom row)
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Figure 3. Objective results for ULB dataset (Sequence 1), UPM dataset (Sequence 2), and ETRI dataset (Sequence 3).

Results and Discussion

Both objective and subjective findings are discussed here.
The objective results, evaluated using the Peak Signal-to-Noise
Ratio (PSNR) as a metric, are illustrated in Figure 3. The blue
line (without data augmentation) in the figure clearly shows that
the objective quality improves as the number of original views
increases across all three datasets. More notably, the introduc-
tion of synthesized views into the training, indicated by the or-
ange line (with data augmentation), markedly enhances the qual-
ity. This improvement is observed across the subsets of the ULB
Toys Table and UPM datasets, bringing the results closer to the
optimal achievable outcomes. However, the situation differs for
the Garage dataset. There, the data augmentation results in a qual-
ity increase for the 2 x 2 and augmented subsets, but it does not
produce similar improvements for the other experiments. This
discrepancy might stem from the lower quality and noisiness of
the synthesized images, which in turn could be attributed to the
inferior quality of depth maps, particularly given the baseline size
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of the dataset.

Subjective evaluations also reveal significant insights. When
comparing the first set of experiments, which utilized only origi-
nal images, with the second set, which included both original and
synthesized images, we observe noticeable improvements. The
augmented images contribute to better synthesized target views,
characterized by less blur and more well-defined edges. This is
evident in Figure 4, which displays magnified sections of the ren-
dered test image. Consistent with the objective results, we notice
quality enhancements in the ULB (Sequence 1) and UPM (Se-
quence 2) datasets. However, for the Garage dataset (Sequence 3),
the subjective results show no substantial differences. This aligns
with our objective findings, suggesting that the quality and char-
acteristics of the synthesized images significantly influence the
overall performance of the NeRF model under different dataset
conditions.
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Figure 4. Magnified part of the rendered image with different configurations for (1) ULB Toys Table (top double rows), (2) UPM dataset (middle double rows),
and ETRI Garage dataset (bottom double rows).
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Conclusion

In conclusion, the findings from our objective and subjec-
tive analyses strongly suggest that the augmentation of images
for training in the NeRF framework, particularly for view synthe-
sis applications, substantially enhances both the model’s perfor-
mance and the quality of the resulting rendered images. This im-
provement is especially pronounced when there is a limited num-
ber of original images available. While this augmentation tech-
nique appears to be generally applicable to real-scene datasets,
its effectiveness in synthetic datasets warrants further exploration.
Apart from the nature of the dataset, another crucial aspect to con-
sider is the baseline distance, which requires additional study. The
quality of depth maps emerges as an important factor that varies
across different datasets. For a more comprehensive understand-
ing of synthetic datasets, future research should consider utiliz-
ing their ground truth depth maps. This approach could provide
deeper insights into optimizing the NeRF model for various types
of datasets.
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