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Abstract
Predicting the trajectory of an ego vehicle is a critical com-

ponent of autonomous driving systems. Current state-of-the-art
methods typically rely on Deep Neural Networks (DNNs) and se-
quential models to process front-view images for future trajectory
prediction. However, these approaches often struggle with per-
spective issues affecting object features in the scene. To address
this, we advocate for the use of Bird’s Eye View (BEV) perspec-
tives, which offer unique advantages in capturing spatial relation-
ships and object homogeneity. In our work, we leverage Graph
Neural Networks (GNNs) and positional encoding to represent
objects in a BEV, achieving competitive performance compared to
traditional DNN-based methods. While the BEV-based approach
loses some detailed information inherent to front-view images, we
balance this by enriching the BEV data by representing it as a
graph where relationships between the objects in a scene are cap-
tured effectively.

INTRODUCTION
The rapid advancement of autonomous driving technology

has ushered in a new era of transportation, promising safer and
more efficient roadways. Central to the realization of this vision is
the accurate prediction of ego vehicle trajectories, a critical com-
ponent for autonomous systems to navigate and interact with their
environment. Accurate trajectory prediction hinges on the ability
to comprehend complex spatial and temporal relationships within
dynamic scenes. In this context, trajectory prediction plays an im-
portant role in enhancing the safety, efficiency, and overall perfor-
mance of autonomous driving systems. It enables such vehicles to
proactively anticipate the actions of various road users, including
pedestrians, cyclists, and other vehicles, thereby reducing the risk
of potential collisions [1, 2] and ensuring the navigation of pos-
sibly complex traffic scenarios. Additionally, trajectory predic-
tion enables autonomous vehicles to optimize driving behaviour,
potentially resulting in smoother lane changes [3] and more effi-
cient merging, ultimately contributing to the overall improvement
of traffic flow and congestion reduction [4]. Furthermore, trajec-
tory prediction is important for facilitating effective communica-
tion and interaction between autonomous vehicles, human drivers,
and pedestrians. By adhering to predictable behaviour patterns,
autonomous vehicles can establish trust among road users [5, 6].
This multifaceted role of trajectory prediction underscores its crit-
ical importance in autonomous driving, making it an area of con-
tinuous research and innovation.

In this study, we present an approach for ego vehicle tra-
jectory prediction using computer vision and deep learning tech-
niques as shown in Figure 1. Leveraging a semantic segmentation

Figure 1: Our Overview: Segment anything model [23] extracts
bounding box info. GNN processes the graph for spatial feature
relations, predicting ego vehicle trajectory with LSTM layers.

model, we extract both bounding box coordinates and segmenta-
tion mask data from Bird’s Eye View (BEV) images. The seg-
mentation masks enable the precise isolation of specific image
regions, which are subsequently utilized for feature extraction via
a ResNet-18 network. These extracted features are used in a K-
nearest neighbor (KNN) [26] algorithm, facilitating the establish-
ment of edges connecting bounding boxes. Thus a graph is con-
structed, with bounding box features serving as nodes and edges
derived from the KNN approach. To harness spatio-temporal pat-
terns within this graph representation, we employ a Graph Neu-
ral Network (GNN) [29] model, which learns spatio-temporal
features critical for trajectory prediction. Finally, the acquired
features are passed through multiple layers of Long Short-Term
Memory (LSTM)[22] networks to predict the trajectory of the ego
vehicle. Our main contributions are listed below:

• Separation of spatial and temporal features, addressing the
limitations of conventional CNN-based approaches in
trajectory prediction [12].

• Implementation of graph-based methods with positional
encoding for enhanced spatial feature representation,
capturing complex relationships in the scene, which enables
LSTM models to effectively capture temporal dynamics.

RESEARCH BACKGROUND
Numerous research investigations have explored the impor-

tant role of trajectory prediction in enhancing the safety of au-
tonomous vehicles [7]. The author [8] explains how to employ
Recurrent Neural Networks (RNNs) to predict the future paths of
nearby objects in complex driving situations. Their model, fine-
tuned with real-world driving datasets, yielded promising trajec-
tory prediction outcomesAnother relevant research [9] explored
using Generative Adversarial Networks (GANs) for probabilistic
trajectory prediction. By utilizing GANs, researchers were able
to produce various likely future trajectories for vehicles.
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Figure 2: Our proposed architecture: Semantic segmentation derives bounding box coordinates and mask details from a BEV, this
information is then utilized by a DNN to inform a KNN, which establishes connections between the boxes to create a graph. A GNN,
enhanced with positional encoding, captures spatial features, while LSTM layers integrate temporal dynamics for the prediction of the
ego vehicle’s trajectory.

The author [10] classified vehicle behavior prediction mod-
els into three categories: physics-based, maneuver-based, and
interaction-aware models. Physics-based models, characterized
by the lowest degree of complexity, are constrained to short-term
and unreliable predictions. Additionally, these models entirely
overlook drivers’ tendencies, leading to a decrease in their reli-
ability. Maneuver-based models address this issue by consider-
ing each driver’s actions as a separate maneuver, independent of
other traffic elements. Typically, predictions based on maneuvers
are more dependable over an extended period. However, when
the number of dimensions in the feature space is increased, it be-
comes notably more challenging to categorize and predict out-
comes accurately.

Furthermore, the work of [11] considered the interaction dy-
namics between vehicles and pedestrians. These researchers in-
troduced a novel interaction-aware trajectory prediction model
[13] proficient in capturing the interplay and dependencies among
diverse road users. Through the integration of interaction infor-
mation, this model demonstrated enhanced precision [14] and re-
liability in trajectory prediction.

In our research, we aim to tackle the limitations encountered
in prior studies. Our focus centers on incorporating a critical el-
ement - pedestrians at crosswalks - within a minimally sized yet
balanced dataset that encompasses all critical scenarios. To ad-
dress these challenges, we have carefully crafted a new dataset
with annotation information using the Carla simulation platform.
By leveraging this synthetic dataset, we anticipate that our model
will demonstrate promising performance. This innovative ap-
proach empowers us to overcome constraints associated with data
collection and processing, ultimately enhancing the outcomes of
our study.

METHODOLOGY

In this section, we explore our model’s operation, starting
with dataset creation. We detail the use of the Segmentation Any-
thing model (SAM) to generate object candidates. Object-specific
features extracted by Deep Neural Networks (DNNs) are then en-
hanced with a Graph Neural Network (GNN), creating an effi-
cient embedding capturing both object features and spatial rela-
tionships. This embedding is employed by a Long Short-Term
Memory (LSTM) layer for understanding spatial-temporal fea-
tures, significantly improving trajectory prediction accuracy.

Proposed Approach

We derived a Bird’s Eye View (BEV) from the Carla sim-
ulation, which offers the flexibility to design various scenarios
and control the number of objects within a scene. Our research
presents a comprehensive approach that harnesses the power of
computer vision and deep learning to enhance ego vehicle tra-
jectory prediction. Our approach employs a semantic segmen-
tation model for BEV images, providing bounding box coordi-
nates and segmentation masks. Using a DNN network for fea-
ture extraction, we create a graph representation of the scene,
where nodes are bounding box features connected by edges de-
termined through a K-nearest neighbors algorithm, focusing on
spatial relationships. A GNN is utilized to analyze these spatial
features. Subsequently, LSTM networks interpret temporal fea-
tures, enabling precise trajectory forecasting for autonomous ve-
hicles, thus enhancing safety and efficiency, as shown in Figure
2.
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Dataset
In this work, we use the same dataset as in [15]*. Each image

in the dataset has dimensions of 800 pixels in width and 600 pix-
els in height, with a camera field of view (FOV) set to 90°. This
configuration, placing the camera 15 meters above the host vehi-
cle, generates a bird’s eye view perspective of the vehicle’s sur-
rounding. The dataset has two proposed levels, “Level 1” (1000
images) and “Level 2” (5000 images), with “Level 2” consisting
of some more challenging scenes. All images in this dataset were
annotated with class information, with the distributions depicted
in Figure 3.

Figure 3: The dataset encompasses two levels: Level 1, with
1000 images, provides a visual representation of object distribu-
tion within the scene, organized by class, while Level 2, consist-
ing of 5000 images, further showcases the representation of ob-
jects within the scene categorized by class.

Spatial feature extraction
In our study, we applied the Segment Anything Model

(SAM) [23] to the dataset we generated to obtain class-specific
masks. The bounding box data was utilized to distinguish dif-
ferent objects within the scene. To isolate our ego vehicle, we
converted coordinates from the Carla simulation into image co-
ordinates using the camera’s extrinsic parameters. This process
enabled us to accurately identify class-specific masks along with
their corresponding coordinates. For the extraction of object fea-
tures, we employed three distinct types of DNNs: ResNet18 [17],
DenseNet121 [16], ViT [18], and EfficientNetB0 [19]. The pri-
mary goal of this approach is to assess and compare the impact
of feature sizes derived from these different architectures on the
performance of our downstream tasks.

Graph Creation
In the process of graph construction, our main aim is to aug-

ment the spatial features present in the scene and encode their
relational attributes, which are then learned during training. To
achieve this, we utilize the features of the objects and their posi-
tional coordinates within the image frame, incorporating this in-
formation into the graph structure. In our approach, we utilize a

*BEV Dataset Link

K-Nearest Neighbors (KNN) algorithm [26] to ascertain neigh-
borhood information for each object within the scene. This en-
ables us to establish connections between objects through edges.
Importantly, for the weights of these edges, we employ the inverse
of the Euclidean distance between objects [28]. Mathematically,
if the distance between two objects i and j is denoted by di j, the
weight of the edge connecting them, wi j, is given by:

wi j =
1

di j
(1)

This method has a key strength: by inversely correlating edge
weight with distance, it ensures that closer objects have a stronger
connection in the graph. This is reflective of many real-world sce-
narios where proximity often implies greater interaction or sim-
ilarity, making this approach particularly effective for accurately
modeling spatial relationships and interactions within the scene.

Positional Encoding of Nodes in Graph
In our graph, we have encoded object features and node fea-

tures along with their distances. However, to enable the model
to learn the underlying patterns of spatial relationships between
various objects present in a scene, we augment the nodes with po-
sitional encoding [20]. This approach helps to ensure that similar
features are encoded closely together.

Given a dimension dim and a maximum length max len, the
positional encoding matrix PE is computed as follows:

PE(pos,2i) = sin
(

pos ·10−
2i

dim·log(10000)

)
PE(pos,2i+1) = cos

(
pos ·10−

2i
dim·log(10000)

) (2)

where:

• pos is a vector with values from 0 to max len - 1, represent-
ing the position in the sequence.

• i ranges from 0 to dim
2 −1.

• PE is the positional encoding matrix where each row cor-
responds to a position, and each column corresponds to a
dimension of the encoding.

This enhanced node feature is then further used for downstream
tasks.

Graph neural networks
GNNs have emerged as a powerful tool for learning rep-

resentations on graph-structured data. They extend traditional
neural network concepts to the domain of graphs, enabling the
effective handling of relational and structural information [25].
GNNs operate by leveraging the connections and features of
nodes within a graph, making them particularly adept at tasks like
node classification, link prediction, and graph classification [25].
One of the fundamental mechanisms in GNNs is the aggregation
of neighbor information for each node. The basic update rule for
a node v in a GNN can be expressed as:

h(k+1)
v =UPDATE

(
h(k)v ,AGGREGATE

(
{h(k)u : u ∈ N (v)}

))
(3)
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Here, h(k)v represents the feature vector of the node v at the k-th
iteration, N (v) denotes the set of neighbors of v, and AGGRE-
GATE and UPDATE are functions that aggregate neighbor fea-
tures and update the node’s feature, respectively [29]. This itera-
tive process allows each node to gather information from its local
neighborhood and progressively learn more complex features rep-
resenting the structure of the graph.
In the realm of trajectory prediction, the utilization of GNNs
marks a significant advancement [24]. The core objective of em-
ploying GNNs in this domain is to generate a comprehensive
graph embedding that encapsulates spatial information, which is
pivotal for understanding and predicting movement patterns. This
is achieved by harnessing the power of object-feature interactions
and their proximity to each other within a given scene.

Learning temporal changes using LSTM
GNNs have limitations in handling temporal features effec-

tively [30]. This issue arises because GNNs are primarily de-
signed to process spatial relationships within graph-structured
data. They excel at capturing the complex interdependencies and
hierarchical structures present in graphs. However, when it comes
to temporal dynamics – changes that occur over time – GNNs may
not inherently capture these aspects as efficiently [31].

Temporal features in data are crucial in many real-world ap-
plications like time-series forecasting, dynamic network analy-
sis, and trajectory prediction. These applications require under-
standing not only the spatial relationships among data points but
also how these relationships evolve over time. Traditional GNNs
might struggle with this because they typically operate on a static
snapshot of data, lacking mechanisms to encode changes or move-
ments over time directly. To overcome this we have used LSTM
cells along with GNNs graph embedding. LSTM [22] networks
are a type of recurrent neural network (RNN) particularly adept at
learning from sequences of data. They are designed to overcome
the limitations of traditional RNNs, such as difficulty in learn-
ing long-range dependencies. An LSTM cell consists of multiple
gates that regulate the flow of information, allowing it to effec-
tively retain or forget information across long sequences.

The integration of LSTM with GNN embeddings presents a
powerful combination for analyzing data with both spatial and
temporal components. GNNs excel at generating embeddings
that encapsulate the spatial features of data within a graph struc-
ture. These embeddings capture the relationships and interactions
among nodes in a graph at a given moment.

On the other hand, LSTM cells can learn the temporal dy-
namics of sequences. When combined with GNN embeddings,
LSTMs can interpret how the spatial relationships in the graph
evolve over time. This is particularly useful in scenarios where it
is crucial to understand not only the structure of the data but also
how that structure changes. The general update rule for an LSTM
cell can be expressed as follows:

ft = σ(W f · [ht−1,xt ]+b f )

it = σ(Wi · [ht−1,xt ]+bi)

C̃t = tanh(WC · [ht−1,xt ]+bC)

Ct = ft ∗Ct−1 + it ∗C̃t

ot = σ(Wo · [ht−1,xt ]+bo)

ht = ot ∗ tanh(Ct)

(4)

where σ represents the sigmoid function, ft is the forget gate, it is
the input gate, C̃t is the candidate cell state, Ct is the cell state, ot
is the output gate, and ht is the output vector of the LSTM cell. W
and b are the weights and biases for each gate, respectively, and
[ht−1,xt ] denotes the concatenation of the previous hidden state
and the current input.

By applying LSTM cells to the embeddings generated by
GNNs, we can effectively learn the changes in the sequences
formed from different snapshots of the graph, enabling a deeper
understanding of the temporal dynamics in the data that we use
for trajectory prediction.

IMPLEMENTATION DETAILS
In our study, we utilized the PyTorch framework for devel-

oping our model. For the implementation of the GNN model,
PyTorch Geometric [32] was employed, with all demonstrated re-
sults being derived from the usage of GCN [29] layers. Our data
was divided into training, testing, and validation sets, with pro-
portions of 80%, 10%, and 10% respectively. To determine the
optimal number of layers, learning rate, and weight decay, we en-
gaged Optuna [33] for fine-tuning our models. The training pro-
cess spanned up to 100 epochs and incorporated an early stopping
mechanism, set with a tolerance of 10 epochs, to prevent overfit-
ting and ensure efficient training.

EXPERIMENTAL RESULTS
In this section, we present the performance results of trajec-

tory prediction using both the DNN-LSTM model and our pro-
posed DNN-GNN-LSTM model, as illustrated in Table 1. We
have documented the MSE errors along with the model sizes to
illustrate the effectiveness of our approach.

Validation and Evaluation Metrics
The evaluation metrics served as a basis for comparing our

approach with other methods. The mean square error (MSE) re-
sults, expressed in meters, were reported for each time step (t)
within the 5-second prediction horizon. The calculation of MSE
at time t follows a standard procedure.

MSE =
1
n

n

∑
i=1

(Yi − Ŷi)
2 (5)

where n is the number of elements, Yi is the real value, and Ŷi is
the predicted value.

A specific scenario is illustrated in Figure 4. For visual rep-
resentation, a blue bounding box indicates the object’s actual po-
sition based on the ground truth, while a red bounding box high-
lights the prediction from our proposed model. Importantly, our
model demonstrates outstanding performance in predicting the
frame at a 5-step horizon, closely aligning with the corresponding
frame at time t. Remarkably, it excels even in challenging scenar-
ios, such as navigating a bend where a pedestrian unexpectedly
appears. The model effectively captures and comprehends the un-
predictable behavior of pedestrians crossing the road, showcasing
its exceptional trajectory prediction capabilities.
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Figure 4: Qualitative results: Left depicts a random frame from the Carla simulation, and the middle illustrates the GNN graph structure
with nodes and edges. On the right, the predicted trajectory of the ego vehicle is plotted over a 5-step horizon, where the starting step is
marked in blue, and the predicted trajectory is represented in red.

DNN-LSTM GNN-LSTM
Backbone Feature Size #Parameters MSE #Parameters MSE
DenseNet121 [16] 1024 7544962 3.85 174466 0.2079
ResNet18 [17] 512 11505474 5.82 141698 0.3385
EfficientNet80 [19] 1280 4729726 3.96 190850 0.1062
ViT [18] 768 86443776 1.87 158082 0.0882

Table 1: Comparative Analysis of Backbone Models: Presented in this table is a detailed comparison of diverse backbone models
employed in our study. The analysis includes the integration of DNN with LSTM networks, as well as GNN combined with LSTM. For
each model, we have listed both the MSE and the total number of parameters.

CONCLUSION

In this study, we have refined our trajectory prediction ap-
proach by deconstructing and reevaluating the traditional CNN-
LSTM methodology. Previously, we employed a CNN-LSTM
model which, while effective, was characterized by a high pa-
rameter count, leading to inefficiencies. Recognizing this, we
dissected the process into several independent, more manage-
able stages. This dissection involves initially transforming the
image object masks, followed by the utilization of a DNN for
feature extraction from the cropped images. The key features
are then analyzed using KNN to assess feature relationships and

proximity. Subsequently, we construct a graph, embedding posi-
tional information for enhanced accuracy. The graph is then pro-
cessed through a GNN for an optimal graph embedding. Lastly,
an LSTM is employed for temporal learning and accurate trajec-
tory prediction. This step-by-step approach not only simplifies
the modeling process but also significantly reduces the number of
parameters, leading to a more efficient and scalable model. Our
future efforts will focus on improving realism in top-view images
by implementing an encoder-decoder transformer, aiming to gen-
erate a more accurate Bird’s Eye View (BEV) and thereby further
refine our trajectory prediction model.
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