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Abstract 

There are many electronic documents salient to read for each 

given topic; however, finding a suitable reading order for 

pedagogical purposes has been underserved historically by the text 

analytics community. In this research, we propose an automatic 

reading order generation technique that can suggest a suitable and 

optimal reading order for curriculum generation quantitatively. It 

is necessary to read the relevant documents in some logical order to 

understand the topics clearly. There are many learning pedagogies 

advanced, so for our purposes we use the author-supplied reading 

orders of salient content sets for ground truth. Our method suggests 

the best reading order automatically by checking the relevant topics, 

document distances, and semantic structure of the given documents. 

The system will generate a suitable and efficient reading sequence 

by analyzing the information, similarity, overlap of contents, and 

distances using word frequency, and topic sets. We measure the 

similarity, relevance, distance, and overlap of different documents 

using cosine similarity, entropy relevance, Euclidean distances, and 

Jaccard similarities respectively. We propose an algorithm that will 

generate the best possible reading order for a set of given 

documents. We evaluated the performance of our system against the 

ground truth reading order using different kinds of textbooks and 

generalized the finding for any given set of documents.  

Introduction  

The purpose of our research is to generate the best possible 

reading order for a given set of documents on related topics. Reading 

a set of documents or even a given textbook has the purpose of 

acquiring knowledge and gaining information. Readers can perform 

full, superficial, or even shallow reading of the content. With full 

reading, they can gain most of the knowledge and information, 

however, superficial and shallow reading will provide some of the 

knowledge and information from the text. As the reading will 

increase cognition, a full reading of all the materials will provide the 

highest information to the reader. We are trying to find the best 

possible reading order so that users can gain all the knowledge from 

the given documents. Our research also can suggest the best possible 

reading order for a set of search engine results. Textbook authors 

usually present materials in some logical order. It is not always 

necessary to read the contents in the same logical order. For the sake 

of curriculum, authors also suggest different reading orders due to 

the prerequisite and convenience. However, to measure the 

suitability of our sequence, we used the author’s generated sequence 

of a textbook or course materials as a ground truth golden standard.  

In this research, we proposed a method to automatically 

generate a suitable reading sequence for curriculum generation 

using different kinds of relationships of the documents. Generating 

such a sequence automatically will be very helpful for educators, 

publishers, researchers, or even general readers as our method is 

based on quantitative relationships of the documents. Readers can 

read the documents in some logical sequence, which might save 

unnecessary searching and ordering of the documents.  

We propose automatically determining the reading sequence 

based on four types of relationships between documents. These four 

types of relationships are similarity, overlap, distances, and 

generality. We can use different kinds of methods for calculating 

those relationships, however, for presenting our methods we used 

Cosine similarity, Jaccard distance, Euclidean distance, and 

Shannon’s Entropy respectively. Entropy, an important topic in 

probability and statistics has been used as it has strong connections 

with information theory [5]. A set of documents are equivalent when 

they present same topics at the same level or slightly different level. 

On the other hand, a set of documents are more specific or general 

when they present different topics at different level. We tried to 

capture these relationships mathematically using those metrics. 

When a set of documents are equivalent, we can sequence them in 

any order, but a more specific or general document will be better to 

read sequentially. We have used Topic Modeling, the most common 

application of natural language processing for document clustering 

and organizing large collections of data in text format [9]. For 

example, the introductory chapter of a textbook or dissertation is 

generally more specific or general as it tries to present a summary 

of the topics that will be covered in the subsequent chapters. 

Similarly, later chapters could be equivalent, or they might have 

some prerequisite relationships with each other. We tried to capture 

the topical similarity, using Cosine distance, the overlap of the 

topical content using Jaccard distance, the closeness of the topics 

using Euclidean distance, the and generality of the topics using 

Entropy. Our main goal is to propose an automated technique to 

logically sequence a set of documents using only the words that 

appear in the corpus. As we assume that the set of documents is 

logically related to each other, therefore the metrics to calculate 

distances will reflect the closeness of the presented topics. We will 

try to find the optimal reading order using those distance 

relationships only. We evaluate the performance of our sequencing 

methods using a set of data of known logical sequence. The methods 

that we describe in this research are applicable to different 

documents written on the same topic, course materials that are 

logically connected, or even to finding the most relevant documents 

that match a user's query and ranking those documents by relevance. 

Automatic reading order generation might be beneficial in 

many areas. Educational institutes or educators can use this to 

automatically generate a suitable curriculum, researchers and 

general readers can use this to find a suitable reading order based on 

their topic needs, and publishers can organize the research materials 

in a more logical order. We examined our methods for a set of 

documents with known logical sequences like textbooks, course 

materials, and dissertations, where chapters are somewhat logically 
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sequenced by the authors.  Our sequencing methods may potentially 

be useful to sequence curriculum documents, sequence research 

documents on a particular topic, logically sequence journal articles, 

find the logical sequences of a related news story, etc, among others. 

Such applications can be helpful in many fields such as Linguistics, 

Document retrieval, Data mining and clustering, and for generating 

better search results for a search engine. The contributions of our 

work are the following.  

1. We presented a suitable algorithm to automatically sequence a 

set of documents in a logical order.  

2. We proposed different metrics to capture the underlying 

relationships of documents suitable for sequencing.  

3. We evaluate the performance of the algorithm using some 

suitable metrics.     

4. We tested our method with textbooks, and course materials and 

tested the validity of our concept.  

Relevant Research 

Generating Reading Orders Over Document Collections [4]: 

This paper presented a technique to generate a reading order for a 

set of documents using a tree structure where the nodes contain a set 

of equivalent documents and edges represent a reading order from 

general to more specific documents. They quantitatively define 

document generality and document overlap concept. By using these 

metrics, they presented an algorithm to read general documents to 

more focused documents by using only the document contents that 

require no external knowledge about the documents. The generated 

reading tree capture document specificity relationships and can 

generate multiple reading orders of the documents 

On Statistical Sequencing of Document Collections [8]: In this 

paper Thinniyam proposed two techniques for distance-based 

methods for sequencing. He found that Latent Semantic Analysis 

(LSA) based distance between documents is more effective than the 

Tableaux-based distancing method that uses similarity and distance 

measurements to find sequence elements that are similar 

A data mining approach to reading order detection [2]: This 

paper investigates the reading order problem by resorting to data 

mining techniques that can generate the required knowledge from a 

set of training layout structures by using a naive Bayesian 

classification framework. This paper also provides solutions for 

reconstructing the chain over a block of a layout. 

Other authors presented a reading order detection approach 

“LayoutReader” in a single document using deep neural networks 

[10]. They also published a benchmark 500,000 document image 

dataset “ReadingBank” for reading order detection research. While 

their work is to find the reading order of a single document, we 

presented a technique to find the reading order sequence of a 

collection of documents. 

Pre-processing 

We represent the set of n documents to be sequenced D = {D1, 

D2, … , Dn} with m unique words or terms T = {t1, t2, . . . , tt} that 

appear in the corpus. The purpose of preprocessing is to convert n 

documents to t terms, t1 … tt , to generate matrix Dn x t which 

consists of the term frequencies of the given documents. The pre-

processing step will remove stop words and perform stemming and 

lemmatization of the documents. We represent this document term 

matrix D in two formats, one with purely word frequencies and the 

other with tfidf, which is term frequency (tf) times inverse document 

frequency (idf) of the given set of n documents. The tfidf 

representation is generally used in document classification and we 

wanted to see the difference and quality of our generated sequence 

using these two methods of representation of corpus. For calculating 

the idf we used the formula idf(t) = log [ (1 + n) / (1 + df(t)) ] + 1,  

where n is the number of documents in the corpus, and document 

frequency (df) is the number of documents in the document set that 

contain the term t. The effect of adding 1 is not to ignore terms that 

occur in every document, and the constant 1 is added to the 

numerator and denominator to prevent zero divisions (scikit-

learn.org). The tfidf representation of the documents set can scale 

down the impact of tokens that occur very frequently in a given 

corpus because they are empirically less informative than features 

that occur in a small fraction of the training corpus. The output of 

this step is a document-term matrix that maps all documents to a 

fixed term frequency of words that comprise the corpus.  

For clustering, the concept of K-means has been used. In the k-

means technique, the prototype is defined in terms of the mean of a 

group of points (known as a centroid) and is applied to objects in a 

continuous multi-dimensional space [7]. From the document terms 

matrix D, using the k-mean clustering algorithm we cluster all the t 

terms in k clusters. We used these k clusters as k topics of interest, 

where each topic consists of a collection of words from the corpus. 

The value of K is always less than or equal to the number of 

documents n. Using the Document term matrix D and Topics table 

T, we generate the Document topics matrix M, which comprises the 

percentage of the topics that are discussed in every given document 

in D. Document topic matrix explains how k topics are distributed 

in the n documents. From our D (Table 1) and T (Table 2) matrices, 

we generate the following document topic matrix M. Document 

topic matrix Mnxk represents the distribution of k topics in n 

documents where Ti is the topic vector for document Di, which 

represents the distribution of all the topics in document Di. We can 

assume that Mim ε [0, 1] is the probability that topic km is associated 

with document Di, where i ≤ n and m ≤ k.   

Each document in document set D represents some 

information. We calculate the overall information score of each of 

the documents using the Shannon entropy equation, where higher 

document entropy is the indication that more topics are covered in 

the document. For a given document Di, we calculate the document 

information score I(Di) using Equation 1:  

I(Di) = H(Di) = ∑ - Mim log(Mim)      (1) 

As all the documents are represented as fixed topics of given 

terms, there are some similarities and overlaps of terms between 

them. We calculated the similarity of the documents using cosine 

similarity and document overlaps using Jaccard distance. The cosine 

similarity of the two documents is calculated using the equation: 

Cosine similarity C (A, B) = A.B /(|A||B|). 

Therefore, document similarity matrix C: Dn x Dn mapped to 

[0, 1], represents the similarity between two documents.  For 
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curriculum generation and reading order generation we will use the 

concept of similarity. 

We calculate the overlap score of a pair of documents using the 

Jaccard distance, where,  

𝑂(𝐷𝑖 , 𝐷𝑗) = 𝐽𝑎𝑐𝑐𝑎𝑟𝑑(𝐷𝑖 , 𝐷𝑗) =  
𝐷𝑖 . 𝐷𝑗

|𝐷𝑖|2 + |𝐷𝑗|
2

− 𝐷𝑖 . 𝐷𝑗

 

We calculate the pairwise distance between two documents 

using the Euclidean distance.  

E(X, Y) = Euclidean (X, Y) = (√∑ (𝑥𝑖 − 𝑦𝑖)2𝑛
𝑖=1

2
 .Euclidean 

distance represents the relative distances between the documents.  

Evaluation methods 

After generating the ordering sequence, we estimate the 

accuracy of the estimated ordering using different methods. If we 

have n documents to be ordered, we can order them in n! ways.  

Euclidean distance 

If we have two documents order X= [x1, x2, . . . , xn], where xi 

is the ith position of a document, then the Euclidean distance 

between X and Y can be expressed with the equation Euclidean (X, 

Y) = (√∑ (𝑥𝑖 − 𝑦𝑖)2𝑛
𝑖=1

2
 . If the two sequences are same order, then 

Euclidean distance is 0.   

Manhattan distance 

The Manhattan distance is defined as the sum of the absolute 

values of the differences between two orders. For two document 

order X and Y Manhattan distance 𝑀𝐷(𝑋, 𝑌) =  ∑ |𝑥𝑖 − 𝑦𝑖|𝑛
𝑖=1 , for 

the above value of X and Y, MD(X, Y) = 4. If the two sequence are 

same order, then Manhattan distance is 0.   

Spearman Rank-Order Correlation (ρ) 

This metric can explain the better relationship and order 

between two variables (X and Y ), which is the Pearson correlation 

coefficient between the ranked variables. If we represent our n 

ordered sequence of documents with X, where xi is the rank, where 

highest value is ranked 1 and the lowest value is ranked n. Then the 

correlation can be computed from these ranked values using the 

formula: 

 

𝜌(𝑋, 𝑌) =  √
∑ (𝑥𝑖−�̅�)(𝑦𝑖−�̅�)𝑛

𝑖=1

∑ (𝑥𝑖−�̅�)2(𝑦𝑖−�̅�)2𝑛
𝑖=1

  

This equation can represent a perfect correlation as +1 and 

complete reversal of the order as -1, where positive value indicates 

that the ordering follows the same direction and negative value 

indicates the opposite.  Suppose we have 5 documents in the 

following three orders X = [1, 2, 3, 4, 5], Y = [2, 3, 1, 4, 5], and Z = 

[5, 4, 3, 2, 1]. Then, if X is our true sequence, Euclidean (X, Y) = 

2.45, Euclidean (X, Z) = 6.32, MD(X, Y) = 4, MD(X, Z) = 12, ρ(X, 

Y)= 0.7, and ρ(X, Z)= -0.99. All the three metrices indicate that the 

sequence Y is better and closer to the real sequence. However, while 

Euclidean distance, and Manhattan distance gave high value for the 

reverse sequence, the negative value of the Spearman Rank-Order 

can correctly represent that the order Z is not a better sequence.  

System Architecture 

Our proposed system can be represented with the block 

diagram in Figure 1. The set of n documents are preprocessed by 

removing the stop words, lemmatization, and stemming.  The 

preprocessed documents are represented by the bag-of-words using 

frequencies and tfidf values. The system used those vectors to 

calculate different distances and topic modeling. The sequence 

algorithm used those distances and topics to generate the output 

sequence of the documents. Finally, the system evaluates the 

generated sequence using different metrics.  

 

 

Figure 1. System architecture 

Reading order algorithm 

Our algorithm is presented in the following pseudocode.  

 

Table 1: Automatic Reading Order Generation Algorithm 

 

Algorithm: Reading order generation 

Input: document set D 

Output: Full reading order of the document 

 Step 1: for each Di in D 

calculate document Entropy, topic matrix T, 

and information score I 

document overlap matrix M, 

document similarity matrix C,   

and document distance scores E 

end for 

  Step 2: Pickup the document with the highest document 

entropy. 

 Step 3: while while(D<>0) do 

if next_doc has highest jaccard & cosine, and lowest euclidean  

next sequence = next_doc 

else if next_doc has highest jaccard and cosine  

                  next sequence = next_doc 

else if next_doc has highest jaccard and lowest euclidean  

                  next sequence = next_doc 

Set of n documents 

preprocessing 

Document 

Representation 

Distance 

Calculation 

Topic 

Modeling 

Sequence 

Algorithm 

Sequence 

Output 

Evaluation 

of Sequence 
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else if next_doc has highest cosine and lowest euclidean  

                 next sequence = next_doc 

else  

                 next sequence = next_doc with the highest entropy       

                                            difference     

    end while 

 Step 4: End 

 

 

The rationale for picking up the document with the highest 

document entropy is that, we assume that such a document contains 

most of the information and summary of the topics. The high 

overlap, high similarity, and low distance document or document 

with any two of these three criteria will choose the most similar topic 

document that is logically connected. In case, if we failed such a 

document, we choose the following document that has the highest 

information scores, because it might represent some new topics and 

information in the next sequence.  

Example 

Using the above algorithm let us try to generate the automatic 

reading sequence of the textbook “Functional Applications of Text 

Analytics Systems” by Steven Simske [6]. The textbook consists of 

seven chapters presented in table 2.  

Table 2: Sample document sets from the textbook 

Set of 

Documents 

Chapter title Number of 

words 

Chapter 1 Linguistics and NLP 13523 

Chapter 2 Summarization 12960 

Chapter 3 Clustering, Classification, and 

Categorization 

12960 

Chapter 4 Translation 13491 

Chapter 5 Optimization 12741 

Chapter 6 Learning 13943 

Chapter 7 Testing and Configuration 8914 

 

After preprocessing the documents, we generate the document 

term matrix where each chapter is represented by a vector of word 

frequencies and a vector of tfidf values.  

Table 3: Document topic matrix T 

  T1 T2 T3 T4 T5 T6 T7 Ent. 

c1 7.20 8.03 8.24 6.24 7.61 7.00 14.58 0.827 

c2 7.18 5.70 7.20 5.80 13.29 7.06 6.68 0.825 

c3 6.67 6.30 8.09 14.3 5.87 5.88 5.79 0.819 

c4 4.88 7.81 5.74 5.11 5.83 13.05 6.42 0.818 

c5 7.82 8.09 15.45 7.12 7.18 7.47 9.18 0.827 

c6 13.67 5.63 6.15 6.33 6.95 6.70 6.51 0.822 

c7 6.89 14.88 8.65 6.41 5.90 8.32 7.86 0.823 

 

 

We apply the k-mean clustering algorithm to generate the 

document term matrix of Table 3 and we calculate the entropy of 

each chapter from this table. Using the Document topic matrix we 

generate the Jaccard similarity table (Table 3), Cosine similarity 

table (Table 4), and Euclidean distance table (Table 5) below.  

Table 4: Document overlap matrix M 

  ch01 ch02 ch03 ch04 ch05 ch06 ch07 

ch01 1 0.485 0.426 0.478 0.48 0.461 0.415 

ch02 0.485 1 0.47 0.483 0.468 0.469 0.401 

ch03 0.426 0.47 1 0.411 0.447 0.428 0.405 

ch04 0.478 0.483 0.411 1 0.456 0.461 0.409 

ch05 0.48 0.468 0.447 0.456 1 0.466 0.429 

ch06 0.461 0.469 0.428 0.461 0.466 1 0.401 

ch07 0.415 0.401 0.405 0.409 0.429 0.401 1 

Table 5: Document similarity matrix C 

 

  ch01 ch02 ch03 ch04 ch05 ch06 ch07 

ch01 1 0.463 0.334 0.432 0.545 0.418 0.519 

ch02 0.463 1 0.285 0.314 0.433 0.364 0.325 

ch03 0.334 0.285 1 0.246 0.462 0.331 0.346 

ch04 0.432 0.314 0.246 1 0.395 0.309 0.469 

ch05 0.545 0.433 0.462 0.395 1 0.449 0.564 

ch06 0.418 0.364 0.331 0.309 0.449 1 0.358 

ch07 0.519 0.325 0.346 0.469 0.564 0.358 1 

Table 6: Document distance scores E 

  ch01 ch02 ch03 ch04 ch05 ch06 ch07 

ch01 0 1.036 1.154 1.066 0.954 1.079 0.98 

ch02 1.036 0 1.196 1.171 1.065 1.128 1.162 

ch03 1.154 1.196 0 1.228 1.038 1.157 1.144 

ch04 1.066 1.171 1.228 0 1.1 1.175 1.031 

ch05 0.954 1.065 1.038 1.1 0 1.05 0.933 

ch06 1.079 1.128 1.157 1.175 1.05 0 1.133 

ch07 0.98 1.162 1.144 1.031 0.933 1.133 0 

 

The algorithm of Table 1 generated the following reading 

sequence as output (Table 7). If we assume the author-generated 

sequence as a ground truth, the matrix in the table evaluated the 

generated sequences. 
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Table 7: Output of the system 

Method 
Output 

sequence 

Euclidean 

distance 

Manhattan 

distance 

Spearman 

Correlation  

With 

frequency  

Ch1, 

Ch4, 

Ch7, 

Ch5, 

Ch3, 

Ch6, 

Ch2 

7.071 14 0.107 

With tfidf 

Ch1, 

Ch5, 

Ch7, 

Ch4, 

Ch2, 

Ch6, 

Ch3 

7.071 14 0.107 

 

Figure 2. Reading order performance (Euclidean Distance) 

Results 

We tested our algorithm on books, dissertations, and university 

courses. The average Euclidean distance, Manhattan distance, and 

Spearman correlation are presented in Table 7. We compare our 

results with randomly generated sequences. From the result, we can 

see that the system can generate meaningful sequences close to the 

real author-provided sequence and for all cases our algorithm is 

performing better than random sequences. The tfidf performs better 

for books corpora, whereas frequency representation performs better 

for the other two kinds of corpora. For Pearson Co-relation, we 

found that average random sequences for dissertations are 

negatively correlated.  We can also observe that finding good 

sequences in courses is difficult, maybe due to the reason for using 

PowerPoint slides as corpora. 

The result of our algorithm is presented in the graph of Figures 

2, 3, and 4. 
 

 
Figure 3. Reading order performance (Manhattan Distance) 

 
Figure 4. Reading order performance (Pearson Co-relation) 

Conclusion 

In this research, we presented an algorithm for generating 

reading order sequences automatically for a collection of related 

documents using the word features. Our work can predict document 

relationships like similarities, overlaps, and distances without using 

any external knowledge. This algorithm is capable of sequencing a 

collection of logically related text documents. We used different 

metrics for judging the result of our algorithm. We validated our 

finding by measuring the quality of the sequencing of books, 

dissertations, and course materials, where the original sequencing 

comes from the authors. As the proposed reading order is somewhat 

similar to the original sequencing, it can be concluded that the 

automated reading order sequencing algorithm is appropriate for any 

related text-based set of documents.   

In future work, we will include the images and other visual 

information of the document features as well as other types of 

document relationships. For topic modeling in addition to k-means, 

we will try to use Latent Dirichlet Allocation [1] or other types of 

clustering. We will also try to propose methods to personalize 

reading sequences for different levels and different users with 

background knowledge. 
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