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Abstract
Emotions play an important role in our life as a response to

our interactions with others, decisions, and so on. Among various
emotional signals, facial expression is one of the most powerful
and natural means for humans to convey their emotions and inten-
tions, and it has the advantage of easily obtaining information us-
ing only a camera, so facial expression-based emotional research
is being actively conducted. Facial expression recognition(FER)
have been studied by classifying them into seven basic emotions:
anger, disgust, fear, happiness, sadness, surprise, and normal.
Before the appearance of deep learning, handcrafted feature ex-
tractors and simple classifiers such as SVM, Adaboost was used
to extracted Facial emotion. With the advent of deep learning, it
is now possible to extract facial expression without using feature
extractors. Despite its excellent performance in FER research, it
is still challenging task due to external factors such as occlusion,
illumination, and pose, and similarity problems between different
facial expressions. In this paper, we propose a method of training
through a ResNet [1] and Visual Transformer [2] called FViT and
using Histogram of Oriented Gradients(HOGs) [3] data to solve
the similarity problem between facial expressions.

1.Introduction
Emotions play an important role in everyday life as a re-

sponse to our interactions with others, decision-making, and what
happens around us. Based on this, emotion recognition research
is essential to develop human-like intelligence systems [4]. Over
the years, many psychologists and engineers have conducted re-
search on analyzing facial expressions, voice, text, gestures, and
physiological signals to understand and classify emotions [5]. Fa-
cial expressions, one of the various emotional signals, are one
of the most powerful and natural means for humans to convey
their emotions and intentions, and have advantage of accessibil-
ity by simply obtain information using only cameras. In addi-
tion, psychologists’ report shows that facial expressions make up
55% of the effectiveness of communication messages, while lan-
guage and voice make up 7% and 38%, respectively. [6] There-
fore, facial expression-based emotion recognition research can
improve human-computer interaction system performance. In ad-
dition, many studies have been conducted with practical impor-
tance in social robots, medical care, driver fatigue monitoring,
and many other human-computer interaction systems [7]. Fa-
cial expression recognition(FER) is categorized into two stages,
feature extraction and feature classification, based on seven ba-
sic emotions (anger, disgust, fear, happiness, sadness, and sur-
prise) defined by Ekman and Friesen and including neutral ex-
pression [5] [8] [9]. As a traditional method before the advent of
deep learning, hand-crafted descriptor and classifiers are used to

Figure 1. Traditional method of FER

classify facial expressions.Representative handcrafted descriptor
for FER are HOGs [3], LBP [10], and NMF [11]. Extracted face
features through these descriptor, classifiers such as SVM [12]
and Adaboost [13] is used to classify facial expressions. Hand-
crafted methods shows relatively high accuracy on In-Lab dataset,
but still shows low accuracy on Wild dataset [14]. With the ad-
vent of deep learning, CNN allows us to learn without using fea-
ture descriptor, and shows relatively high accuracy compared to
FER using traditional methods. Furthermore, various CNN-based
models have been proposed, demonstrating superior performance
in FER. Despite such extensive research activities, there are still
challenges due to external factors such as occlusion, illumina-
tion, and pose. In addition, in the case of expressions, there is
a problem that the similarity between different expressions of the
same person (intra-class) is high, and the similarity between the
same expressions of different human faces (inter-class) is mea-
sured low. FER based on attention mechanism [15] has been
actively conducted to reduce the accuracy deviation arisen from
external factors, and the results have shown significant improve-
ment.

Nevertheless, the problem of similarity between different ex-
pressions and within the same expression has not been solved.
To solve this problem, this paper proposes a method called FViT
which is to learn data that has undergone feature extraction pre-
processing of images through HOGs [3], a traditional FER feature

Figure 2. Sample examples of facial data used for the experiments, (1)

HOG images, (2) Original images from CK+ datasets
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Figure 3. Proposed model

extractor, through model combined with CNN-based ResNet [1]
and Visual Transformer [2].

2.Proposed Methods
In case of FER, there are various manual functions such

as LBP [10] and HOGs [3] developed for facial feature extrac-
tion [14].However recent FER studies use deep features extracted
through CNN to distinguish facial expressions.Despite the de-
velopment of FER through deep learning, many problems exist.
Typically, a CNN-based model requires a large amount of train-
ing data to avoid overfitting, but since the existing facial expres-
sion data does not have enough data, learning through the ex-
isting CNN-based model may cause an overfitting problem. In
this paper, we propose an image preprocessing using HOGs fea-
ture descriptor [3] which can solve the overfitting problem and
generalize only facial expression data in FER image. Figure 2
shows (1) HOGs image and (2)RGB image from CK+ datasets.
More specifically the case of (a), (b), (c) is image from ‘happy’
class ,and (d),(e) is image from ‘sad’ class. Existing FER meth-
ods are mostly trained by CNN-based model using RGB images
such as (2). In the case of facial expression data, although it is
a different facial expression of the same person as the images (c)
and (d), learning through RGB images has high similarity, which
makes classifying facial expression difficult. To solve this prob-
lem, we proposes using HOGs images as learning data, which
further highlights facial expression information and remove the
unique facial information of individuals. In this section, we ex-

Figure 4. Experimental results using HOGs+ResNet

Table 1. Comparison accuracy between with HOGs and RGB
CK+ data in ResNet architecture

Methods Accuracy(%)

ResNet18 97.79

ResNet34 98.18

ResNet18 + HOGs 99.79

ResNet34 + HOGs 99.39

periments using the resnet [1] model, which showed high accu-
racy in image classification. Figure 4 shows brief structure of
resnet model we experimented. Table 1 shows accuracy compari-
son between using HOGs and RGB images as training data. The
table 1 shows that in Resnet18 model training with HOGs im-
ages increased 2% accuracy higher than the training with RGB
images. Furthermore, in ResNet34 using HOGs images increased
1.21% accuracy higher than using RGB image. Through this ex-
periments, it was confirmed that using HOGs data showed higher
accuracy in classifying facial expressions than using RGB data.
In the field of image classification, many people attempted to ap-
ply transformer into computer vision tasks.Visual Transformer is
the first method to apply a transformer to image classification
research, and the transformer-based approach shows better per-
formance than the CNN-based method when it is pre-trained on
large-scale data [14]. ViT [2] needs large datasets to generalize
well on computer vision tasks. Afterwards, some work to com-
bine the convolutional layer with the transformer was proposed,
which further improved the performance of the transformer. In-
spired by this work, we propose a method using HOGs [3] im-
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ages as training data for ViT [2] models. Figure 3 shows the ar-
chitecture of the FViT model we proposed. First we extracted
HOGs [3] image from local area of training data. We calculate by
using 24 orientations and (16,16) size of cell. By HOGs image,
we extracted facial expression features. Result of the first exper-
iment, ResNet18 showed the best accuracy, we used fourth layer
of ResNet18 for extracting feature map from HOGs image. In
this paper, we used ViT [2] model for transformer network. The
extracted feature map is divided into 16 patches and flattened into
vector then embedded through linear operation. After the class
token and position embedding is added the input data for ViT [2]
is complete.The embedded patch matrix is normalized by layer
normalization, and training is accomplished through the process
of repeating the Transformer Encoder composed of layer normal-
ization, multi-head self-attention and multi-layer perceptron.

3.Experimental Results

Table 2. Performance Comparison with state-of-art methods
on CK+ dataset

Methods Accuracy(%)

FER-IK [16] 97.59

LBP+HOG [17] 98.3

ALSG [18] 93.08

FMPN [19] 98.06

FViT(w/o HOG) 96.97

FViT 99.39

CK+ Datasets : The Extended Cohn Kanada (CK+) [20]
database is the most used laboratory control data in the field of
FER. CK+ contains 593 video sequences on 123 topics. The du-
ration of the sequence is 10 to 60 frames, showing the transi-
tion from expressionless to highest expression. In CK+, seven
basic expressions of anger, contempt, disgust, fear, happiness,
sadness, and surprise are used as labels based on the Facial Ac-
tion Coding System (FACS). In this paper, a total of 981 frames
were extracted and used in the experiment, and the experiment
was randomly divided into 800 training images and 181 test im-
ages. We used 6 labels of data (anger, disgust, fear, happi-
ness, sadness, and surprise) with neutral expression for experi-
ment. In this experiment, the extracted CK+ data were resized
to 224×224. All experiments were conducted at 100epochs,
and Adam optimizer was used. In addition, the ReduceLron-
Plateau function was used to prevent falling into the local min-
ima by the gradient descent method. Table 2 shows perfor-
mance comparison with state-of-art methods on CK+ dataset.
The methods used in comparison is as follows, knowledge-
augmented image-based FER model(FER-IK) [16], LBP and
HOG features with SVM(LBP+HOG) [17],auxiliary label space
graphs(ALSG) [18],facial motion prior networks(FMPN) [19],the

proposed methods FViT with and without(w/o) HOGs. Through
the experiment, it can be confirmed that, when experimenting with
the FViT model, the accuracy increase 2.422 % when using HOGs
image compared to RGB image used by training data. In addi-
tion,through the the experimental results shown in Table 2, FViT
showed highest performance on CK+ datasets.

4.Conclusion
In this paper, we proposed a new methods for FER, to

solve the problem of similarity between different expressions and
within the same expressions. To solve this problem, we pro-
pose a method of training through FViT which is conducted by
ResNet [1] and Visual Transformer [2] with using HOGs fea-
ture descriptor [3] to pre-processing training data. Based on the
experimental results, we found out that using feature descriptor
like HOGs in pre-processing training data increases accuracy in
FER. In addition, FViT showed 99.39% in CK+ datasets, which
is the highest performance in comparison with other FER meth-
ods. Also from experimental results, we expects using feature de-
scriptor in data augmentation will increases the model accuracy in
FER. Therefore, in future work, based on this research, we intend
to find a way to further increase the accuracy of the FER model
through an experiment to apply feature descriptor to the data aug-
mentation.
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