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Abstract
Computer vision algorithms are often challenging to im-

plement in hardware due to integration time and system com-
plexity, while commercial systems often prevent low-level im-
age processing customization and hardware optimization due to
the largely proprietary nature of the algorithms and architec-
tures, hindering research development by the larger community.
This work presents DevCAM- an open-source multi-camera envi-
ronment, targeted at hardware-software research for vision sys-
tems and specifically for co-located multi-sensor processor sys-
tems. DevCAM seeks to facilitate the integration of multiple lat-
est generation sensors, abstracting interfacing difficulties to high-
bandwidth sensors, enable user defined hybrid processing archi-
tectures on FPGA, CPU and GPU, and to unite multi-module sys-
tems with networking and high-speed storage storage. The system
architecture can accommodate up to six 4-lane MIPI sensor mod-
ules which are electronically synchronized, alongside support for
an RTK-GPS receiver and a 9-axis IMU. We demonstrate a num-
ber of available configurations that can be achieved for stereo,
quadnocular, 360, and light-field image acquisition tasks. The
development framework includes mechanical, PCB, FPGA and
software components for the rapid integration into any system.
System capabilities are demonstrated with the focus on opening
new research frontiers such as distributed edge processing, inter
system synchronization, sensor synchronization, and hybrid hard-
ware acceleration of image processing tasks.

Introduction
This work spans a set of evolving fields within the elec-

tronic imaging community: image signal processors (ISP), multi-
view reconstruction, hardware acceleration, image/video com-
pression, visual-inertial Simultaneous Localization and Mapping
(SLAM), robotics, light-field arrays, multi-agent robotics, and
robotic swarms. Across these fields, there has been a consis-
tently growing need to evaluate the latest algorithms and tech-
niques in embedded scenarios. However, most of these novel
methods are often tested and developed on powerful desktop
workstations[3, 14], unable to be easily run at real-time speeds
on conventional embedded hardware, and generally not designed
for embedded environments. This limitation is two-fold, algo-
rithms are commonly implemented with the goal to achieve supe-
rior qualitative results compared to state of the art rather than to
perform within a deployed system. As a result, high quality algo-
rithms often must be altered and simplified to be used on conven-
tional embedded hardware at the cost of accuracy, resolution, and
speed.

This is reflected directly in the density of data in most em-
bedded deployments of algorithms. In many prior works, embed-

ded camera systems are limited in resolution to about 720p, forced
to lower frame-rate, or rely on image compression [3] due to hard-
ware limitations. The lack of high bandwidth data offloading or
dense local storage combined with the low compute capability of
conventional embedded hardware forced many systems to utilize
a separate laptop or desktop to offload and process data off device
[13]. As such, there is a need for co-development of deployment
oriented algorithms and hardware to facilitate algorithm deploy-
ment.

In this paper, we present DevCAM: an open source, ap-
plication agnostic, multi-camera, field programmable gate array
(FPGA) centered embedded vision platform. The platform spans
both a hardware reference design set for printed circuit boards
(PCBs) and opto-mechanical configurations, as well as a set of
software configuration tools for facilitated porting of vision al-
gorithms to the hardware. Inherently, this facilitates researchers
and industry to leverage the flexibility inherent to FPGAs com-
bined with generous programmable logic (PL) resources and high
level synthesis (HLS) toolkits to enable a vast array of existing
algorithms to be deployed on the system. The DevCAM open-
source project provides a fully customizable stack of rich state of
the art capabilities, enabling advanced embedded vision research
into hardware optimized algorithms, synchronized multi-camera
systems, and even multi-agent computation. The primary goals
for the system are as follows:

1) Hardware References: Enabling rapid development of
time-intensive designs for rapid prototyping and develop-
ment.

2) Extensibility: Multi-camera support, IMU, GPS and syn-

Figure 1: The DevCAM FPGA V1.0 hardware-software develop-
ment system with a single IMX577 camera module
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chronization enable extended capability in centralized and
de-centralized multi-system visual-inertial development.

3) Customizability: From ISP to multi-view and Convolu-
tional Neural Network (CNN) algorithms, the platform al-
lows for easy customization, acceleration and porting to
hardware.

4) Standardization: Documentation and support for ease of
Open-Source development.

Motivation and Novelty
Within the fields of electronic imaging, hardware platforms

are often built top down as opposed to bottom up. Generally,
systems are designed and built out to test and implement algo-
rithms and as such tend to support just the functionality needed
and not much more. This leads to embedded systems that are
constrained to their specific application and unable to adapt to the
rapidly changing research landscape. In order to bolster research
capabilities and maximize hardware re-usability, we set out to de-
velop a compact, application-agnostic, embedded vision research
platform. DevCAM meets and expands upon many of the current
state of the art requirements for an embedded vision platform.

When it comes to embedded vision, image quality and infor-
mation density play a large factor in many modern algorithms.
Higher resolution, frame-rate, and image quality provide more
data for algorithms to utilize in order to bring about higher qual-
ity results and better algorithms. However, in embedded sce-
narios, power and compute availability often force deployed al-
gorithms to reduce the quality and size of the data and thereby
impacting the quality of results. DevCAM targets this issue by
leveraging the flexibility and power efficiency of FPGAs. Dev-
CAM leverages the XCZU15EG, a large, resource plenty FPGA
System-on-chip (SoC). When compared to similar modern plat-
forms [19], DevCAM has approximately 1.25x more Look Up
Tables (LUTs) and Flip-Flops (FF), and nearly 1.8x the amount
of RAM (BRAM/Block RAM and URAM/UltraRAM) available.
This increase in PL resources enables DevCAM to support larger
image resolutions, perform image preprocessing, and compute
some algorithmic results all as part of the streaming capture
pipeline. FPGAs also provide large benefits in terms of relative
power efficiency when compared to GPU based embedded sys-
tems and embedded systems that rely on off-board computation
via a laptop or desktop computers. All of this combined with
a growing repository of software tools to easily port over algo-
rithms to FPGA hardware makes DevCAM a highly application
agnostic embedded vision platform.

Over the past few years, there has been a surge of multi-
view algorithms that leverage images taken from multiple cam-

Figure 2: DevCAM FPGA V1.1 interface specifications

eras. Multi-camera vision systems have many advantages, such
as higher combined field of view and greater 3D accuracy. Along
with this, multiple synchronized cameras can provide large bene-
fits for accurate 3D reconstruction. As such, the DevCAM system
architecture supports six 4-lane MIPI CSI-2 cameras streaming
directly into the programmable logic for custom capture pipelines
and vision applications. All of the camera GPIO and interface
pins are also routed into the Programmable Logic (PL). This en-
ables gate level, tuneable, custom synchronization of all 6 camera
ports via PL triggered external trigger pins or synchronization sig-
nals.

With six cameras worth of high bandwidth image data
streaming in at high frame rates, it may be difficult for even a large
FPGA to perform all of the computations needed. In this case, if
the DevCAM system is primarily being used as a high density
data capturing sensor platform, the most important function is to
collect and quickly offload data as to not become the bottleneck
for downstream processing resources. To facilitate this need for
high output bandwidth, DevCAM is outfitted with a 40Gb Ether-
net port wired directly into the PL to enable fast streaming off-
board without any processor intervention in the pipeline allowing
for a low bottlenecks system design. In scenarios where optical
fiber is unavailable, DevCAM also has an onboard M.2 slot for
NVMe SSDs to provide a fast local storage option.

The abundance of hardware computation resources plays an
important role in visual-inertial systems. Specifically, accurate
pose estimation and world-centered localization are of crucial
concern for UAV and robotic agents. Applications such as SLAM,
reconstruction, and many others rely on pose estimates of the
cameras when images are taken to work properly. Along with
this, for 3D reconstruction and photogrammetry applications, it
can be very useful to work in world-centric coordinates and over-
lay scans with real world locations using GPS landmarks for AR
visualization or accurate surveying. To enable research applica-
tions in these domains, DevCAM is fitted with a TDK ICM-20948
and a ZED-F9P RTK-GPS for obtaining sensor poses and accu-
rate GPS locations.

DevCAM serves as a synthesis of the primary functions used
by many embedded vision projects and acts as a testbed that en-
courages novel interdisciplinary research opens the capability of
dense high bandwidth data collection and computation to many
fields in electronic imaging.

Technical Design Process
The DevCAM system implements a carrier board for the En-

clustra Mercury+ XU1 SOMs. As such the system architecture
uses Enclustra’s own larger carrier boards as a reference design.
However, for smaller footprint optimization, DevCAM targeted a
smaller form factor of 100mm x 100mm with a 10 PCB layers.

Along with the high layer count increasing complexity, there
are many differential pairs on the system. Each MIPI port con-
tains a pair for each lane and one more for the clock. These pairs
must be length matched with each-other in order to prevent skew
between pairs and each line of each pair must be length matched
to avoid skew between the P/N lines. The trace width and spac-
ing between the P and N lines of each pair must also be carefully
controlled to ensure that the route has a differential impedance of
100Ωto avoid noise on the line due to reflections. All of the above
is true for the 40GbE as well adding on 8 pairs for its RX and TX
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lines. For PCIe the lengths between each pair do not need to be
matched as the interface has built in deskewing. Along with this
there are 4 USB pairs in the system for general purpose USB con-
nectivity. All in all, this results in a total of over 50 differential
pairs and over 100 controlled impedance routes in the system.

The multitude of controlled impedance routes combined
with the low routing surface area introduced a new issue for rout-
ing. In general, it is best practice to route differential pairs in
external layers. This is primarily due to the complex factors that
determine differential impedance. Routing guidelines state that
even the specific weave of the fiberglass used in the PCB can sig-
nificantly affect the differential impedance of routed lines. Along
with this, to maintain proper impedance, a variety of rules must
be followed if the lines are required to change layers at any point.
This includes using ground stitching vias, aka inter layer connec-
tions, to provide a continuous current return path when changing
the ground reference for the differential pair. The vias used for the
differential pair can also behave as antennas for high speed pro-
tocols such as the 40GbE. This occurs when the pair does not go
from the top to the bottom layer and instead goes into any internal
layer. The remaining copper in the via that extends to the bottom
layer acts as an antenna that can pick up noise and interfere with
the transmission. To rectify this, the stub length should be mini-
mized as much as possible and can also be backdrilled, where the
PCB fab uses a larger drill size to drill out the excess copper.

Beyond all the complicated routes, there were still hundreds
of single ended routes that had to be carefully designed and routed
in order to minimize the number of routing layers. The size con-
straints also led to very tight component placements that com-
plicated routing significantly resulting in a very densely packed
PCB.

Platform Functionality Test Application
Upon receiving the fabricated and assembled boards. We be-

gan to test the capabilities to verify that that the design goals were
successfully achieved. First was bring-up of basic systems and
OS installation. After verifying functionality of the power sys-
tems, we began with installing Petalinux, the Xilinx Linux distri-
bution. Following this, we set out to decide on a camera sensor
and a capture pipeline to perform initial testing of image capture.

We began to integrate the Sony IMX577 Camera Module as
the first camera for testing on DevCAM. This camera was selected

Figure 3: Example Datapath

for multiple reasons. The IMX577 is a relatively recent, modern
camera module with a high 12MP pixel array allowing for 4k im-
age capture and provides a 12bit color output for very high data
density. The IMX577 also supports multiple sensor synchroniza-
tion and is configurable to provide synchronization signals that
can be routed through the PL to other IMX577 sensors in other
MIPI ports. A resolution of 4000x3040, 12 bits per pixel, at a
frame rate of 30 frames per second (fps), yields an approximate
data transfer of 1.6GB/s. With 6 cameras that is almost 10GB of
data entering the FPGA per second.

For the programmable logic capture pipeline, we designed
a simple capture pipeline consisting of a MIPI CSI-2 IP block
leading into a Demosaic IP block and then sent to a framebuffer
to be sent into the Processing System (PS) for local storage. This
serves as a simple capture example that provides a means to verify
if the image data is properly received. Figure 4 Shows the exact
Xilinx Vivado block diagram configuration that is being used.

One major complication is designing a Linux driver for the
IMX577 which requires considerable time and design effort to en-
sure proper device-tree setup and probing. Camera configuration
is complicated due to incompatibility between the pixel bit pack-
ing used by Xilinx and existing Linux video frameworks. The
Xilinx video streaming IP blocks utilize a unique 40bit format
for transferring 12 bit RGB which required modification of V4l2
and other related drivers to add support for this formatting at the
firmware and software level. Careful adjustment of the IMX577
pixel/clock rates combined with software to depackage the 40 bit
format properly resulted in successful frame capture.

Next, the frame rate was uncapped and the pipeline was run
without storage to validate the frame rate in the PL pipeline. The
MIPI CSI-2 IP is able to detect corrupted and incorrect MIPI
packets and will detect issues that would appear if the hardware
routing was noisy or an imperfect connection. Following this suc-
cessful test, we began integration of a second camera.

Integration of a second camera in the programmable logic in-
volved making a copy of the original pipeline and modifying the
I/O linkages of the copy to match the I/O pins of the second cam-
era. Finally, the relevant synchronization pins are tied together
to enable camera synchronization. Figure 3 explores how in an
ideal scenario this data path can be expanded up to 6 cameras and
integrate all of the available sensors/data on the platform.

Results
The evaluation of the DevCAM platform is broken down in

two parts. Firstly system tests are completed and presented that
validate the capabilities of the platform. Secondly, the state of
performance of the system is analytically evaluated compared to
other systems.

Platform Validation
Early imaging results of the DevCAM PCB system are

shown in Figure 5, demonstrating the synchronous capture of two
frames using the camera system. This image displays capture
from two cameras pointed at a digital stopwatch. We can see from
the stopwatch values that the frame capture between the two cam-
eras is synchronized to within 1 millisecond. The development
platform has been tested for general use and is under ongoing de-
velopment for diverse algorithmic testing such as efficient image
rectification and demosaicing. Furthermore, DevCAM camera ar-
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Figure 4: Single Camera Capture Pipeline Block Design

ray concepts have been built and are being expanded to include
more hardware configurations.

Practical Applications
The DevCAM system architecture provides a platform to en-

able research into a vast array of fields. This includes embed-
ded vision applications with single or multiple cameras, robotic
agents, and hardware synchronization.

A single capture pipeline requires relatively little PL re-
sources. As such, the remaining PL resources can be used to
create a dense capture pipeline with many stages that can pro-
duce real-time qualitative results, such as monocular real-time
depth extraction, feature detection, object localization, and pos-

Figure 5: Synchronous Dual Camera Capture

sibly even monocular SLAM.
With multiple cameras, DevCAM has the resources to sup-

port many high bandwidth capture pipelines to act as a high den-
sity sensor data collection platform or be positioned as an edge
computing device for fewer cameras or lower resolution images.
In the high density case, the onboard QSFP+ 40GbE can support
dense data to be passed on to other systems for dense reconstruc-
tion and high quality imaging. In the edge computing case, Dev-
CAM can be used to perform preprocessing for many tasks, such
as photogrammetry, 3D reconstruction, and others.

For robotic agents, DevCAM can act as a rich sensor suite
of imaging, motion, and localization sensors and behave as a plat-
form that simplifies data capture. Using the 1GbE port onboard,
DevCAM can easily integrate into existing robotic systems and
provide sensor data.

An interesting avenue for DevCAM research includes ex-
ploration of tighter timing and synchronization along with global
shutter cameras and the IMU for gate level synchronized multi-
image capture. Since DevCAM is a custom open-source hard-
ware system, we can know the exact trace lengths between MIPI
lanes and interface lanes for the IMU. This combined with the
fully customizable programmable logic, we can design systems
that can have extremely tight synchronization between external
trigger signals for the cameras and pose information extracted
from the IMU. This can be tuned using the anticipated electrical
propagation delay in signal routing to improve synchronization.
This may yield better qualitative and quantitative results for many
multi-camera synchronization applications.

This concept can be extended further using the onboard
RTK-GPS. The GPS timepulse signal is routed directly into the
PL and can be used to create a GPSDO and also be used to
possibly synchronize between multiple DevCAM modules. This
can open up the possibility of multi-camera, multi-agent, gate
level synchronization. Theoretically, this level of synchronization
across devices can provide a very strong mathematical guarantee
for many computer vision applications.

System Configurations
DevCAM has been deployed in a multitude of form-factors

for the previously discussed research applications. Examples are
illustrated in Figure 7. Depth estimation has at large been a field
where occlusion handling and low-texture matching have been
some of the key challenges. Light-field and multi-view stereo
techniques have required that the scene is observed from mul-

Figure 6: Sample epipolar array capture using 6 cameras in a linear configuration
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Hardware Architecture

System Year

Hori-
zontal
Reso-
lution
(px)

Vertical
Reso-
lution
(px)

Frame-
rate
(fps)

Mega-
pixel
dispar-
ities
per
second
(MPd/s)

Power
(W)

Rectifi-
cation Matching

3D
Projec-
tion

Inter-
facing Layout

[20] 2007 512 480 200 49.15 1 FPGA ASIC FPGA CPU Stereo
[3] 2019 1080 476 30 24.49 N/A FPGA FPGA FPGA CPU Quad
[2] 2010 640 480 103 31.64 N/A FPGA FPGA N/A CPU Stereo
[18] D400 2018 1280 720 90 82.94 1.44 ASIC ASIC N/A ASIC Stereo
[18] D420 2018 1280 720 90 82.94 1.12 ASIC ASIC N/A ASIC Stereo
[5] 2009 750 480 25 9.00 3 FPGA FPGA FPGA CPU Stereo
[12] 2011 640 480 60 18.43 N/A GPU GPU GPU CPU Stereo
[1] 2019 1280 960 60 73.73 5 FPGA CPU CPU CPU Epipolar
[15] 2002 659 494 2.5 0.81 N/A CPU CPU CPU CPU Trinocular
[9] 2004 640 480 30 9.22 N/A FPGA FPGA N/A CPU Trinocular
[16] 2007 320 240 150 11.52 N/A FPGA FPGA FPGA CPU Stereo
[6] 2010 100 100 75 0.75 N/A FPGA FPGA FPGA CPU Stereo
[8] 2010 450 375 7.74 1.31 5 N/A DSP DSP CPU Stereo
[10] 2009 640 480 64 19.66 N/A FPGA FPGA FPGA CPU Stereo
[17] 2019 1280 1024 20 26.21 N/A FPGA GPU GPU CPU Stereo
[11] 2003 256 192 50 2.46 N/A ASIC ASIC ASIC CPU Stereo
[4] 2003 256 360 30 2.76 N/A FPGA FPGA FPGA CPU Stereo
Ours 2020 4000 3040 30 365 30 FPGA FPGA FPGA CPU Stereo

Table 1: This table summarizes embedded vision systems in the industry, to which we can evaluate DevCAM against. It illustrates the
disparity estimation rate achieved by the respective systems, the sensor layout and the hardware acceleration pairing for the respective
parts of the algorithms

tiple perspectives, which these configurations address. Firstly,
a quadnocular system is presented whereby the sensors are co-
planar, with an equi distant baseline in horizontal and vertical.
This lends itself to left-right and bottom-top consistency verifica-
tion and depth estimation improvement, all while also providing
occlusion understanding. Next, a linear array is presented, which
consists of 6 cameras that are co-planar, and have a single 3D line
that define the co-shared optical centers. This is a configuration
often used in light-field research and enables rapid epipolar line
search across all images, as is demonstrated in Figure 6. The third
configuration we share a trinocular panoramic system composed
of 3 DevCAM units, each with 6 cameras. This lends itself to
depth estimation across a full panoramic field of view. Finally, a
singled DevCAM system with 6 cameras can constitute a monoc-
ular panoramic view, for which a stitched sample can be seen in
Figure 8.

Comparative Evaluation
DevCAM’s capabilities. were evaluated based on perfor-

mance for data throughput, features, and efficiency. Some notable
publications and systems that are compared against include [17],
[18], [3], [7], for which DevCAM demonstrably improves in the
following ways:

1) DevCAM provides up to 2x the available PL logic resources.
2) DevCAM integrates key auxiliary devices (i.e. RTK-GPS,

IMU, clock input/output, etc) onboard and provides direct
FPGA connection for custom, synchronized data collection.

3) DevCAM enables 5x-40x faster data offloading via M.2
NVMe SSD storage or 40GbE Fiber link.

4) DevCAM supports higher resolution from more cameras
than above systems and accepts nonstandard sensor config-
urations.

Resource Single Camera Dual Camera
LUTs 23077 (6.76%) 54477 (15.96%)

FF 27073 (3.97%) 64919 (9.51%)
BRAM 170 (22.85%) 269.50 (36.22%)

DSP 18 (0.51%) 36 (1.02%)
Table 2: PL Resource Utilization

Interface Bandwidth
MIPI per lane 3200Mbps

QSFP+ 40Gbps
PS-PL interface per port 40Gbps

M.2 PS PCIe 2.1 266Mbps
Table 3: Maximum Interface Bandwidth

Resource Tri Camera Quad Camera
LUTs 86,000 ( 27%) 120,000 ( 38%)

FF 105,000 ( 17%) 145,000 ( 25%)
BRAM 370 ( 50%) 480 ( 65%)

DSP 54 (1.53%) 72 (2.04%)
Table 4: Approximate PL Resource Utilization

IS&T International Symposium on Electronic Imaging 2023
Imaging Sensors and Systems 2023 345-5



Figure 7: A set of DevCAM multi-camera configurations with their respective CAD designs. From left to right: quadnocular, linear
light-field, trinocular panoramic and panoramic

Resource 5 Cameras 6 Cameras
LUTs 150,000 ( 50%) 180,000 ( 63%)

FF 180,000 ( 35%) 215,000 ( 45%)
BRAM 600 ( 80%) 700 ( 95%)

DSP 90 (2.55%) 108 (3.06%)
Table 5: Approximate PL Resource Utilization

Discussion and Conclusion
Designing a ground-up embedded system for high-speed,

high bandwidth processing posed a multitude of challenges.
Hardware design issues plagued early revisions of DevCAM. For
future designs it is crucially important to have meticulous and de-
tailed planning for I/O placement. Xilinx FPGA I/Os are grouped
into banks, each bank must share the same voltage and not all
I/Os are clock capable for high speed interfacing. A large portion
of hardware issues in the early DevCAM revisions were voltage
level related due to IO banks and clock groupings for MIPI lanes.
Along with this, there is considerable effort required for proper
bring-up of all electrical, programmable logic, and software sys-
tems. Given proper hardware functionality, device tree config-
uration presents a time-consuming task for many subsystems to
ensure correct driver probing during Linux boot. Creating func-
tional camera drivers for MIPI cameras such as the IMX577 that
supported dual cameras and frame level synchronization was also
very time consuming. Proper support for various image sensors
can prove to be labor intensive and hinder research progress if
Linux drivers and device tree stubs for the sensor is not already
present or easy to find. Finally even with properly configured
firmware for sensors, software integration into existing APIs such
as V4L2 and GStreamer was also arduous and slow.

However, in spite of the challenges involved in hardware de-
sign and firmware/software bring-up, DevCAM clearly shows the
benefit of a fully custom hardware design through its flexibility in

application, and performance throughput. We compare the Dev-
CAM system to other state of the art systems over the previous
decades, and summarize the comparison in Table ??. The notable
improvement in overall performance is the disparity rate that is
able to be achieved due to the increased throughput of higher-
resolution image data. This is imperative when it comes to sup-
porting new applications which require many sensors, and higher
spatial resolution. Furthermore, the FPGA architecture provides
unique advantages in terms of flexibility, while maintaining an in-
creased throughput. Unfort . The platform also opens up further
research in deeply synchronized frame capture with the capabil-
ity for GPSDO driven clocks fed into the FPGA to be used for
phase-locked clock synthesis. This will enable GPS coordinated
frame capture and lock-step computation across multiple devices.
This can be leveraged for extremely tight frame synchronization
guarantees leading to greater accuracy in reconstruction.

As an open-source hardware, firmware, and software project,
DevCAM has room for growth through further development and
revisions. Currently the hardware functionality is only capable of
dual camera operation. This is due to I/O planning and routing is-
sues on the FPGA on 4 of the MIPI lanes. With a minor redesign
to incorporate logic level shifting, 3 of the 4 problematic MIPI
lanes can be fixed and the last one can be fixed with some simple
I/O rerouting. The next major revision of DevCAM can rectify all
of the outlying issues with the MIPI lanes and incorporate inter-
face logic level conversions on all crucial interfaces such as the
MIPI I2C lanes, ZED-F9P SPI lanes and etc. In a possible future
revision it may be useful to consider a major redesign of the I/O
planning to group all I/O pins by their voltage level and not by
their proximity to the SOM connector as is currently done. This
change would allow all MIPI 1.2V LVDS signals to be grouped
into one I/O bank, thereby eliminating the I/O bank voltage issue.

Overall, DevCAM provides a robust framework for research
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Figure 8: Sample stitched panorama capture from 6 camera system radial configuration

and experimentation on gate level synchronization, multi-camera
imaging, multi-agent operations, and high density computer vi-
sion tasks.
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