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Abstract. Light field cameras have been used for 3-dimensional
geometrical measurement or refocusing of captured photo. In this
paper, we propose the light field acquiring method using a spherical
mirror array. By employing a mirror array and two cameras, a
virtual camera array that captures an object from around it can
be generated. Since large number of virtual cameras can be
constructed from two real cameras, an affordable high-density
camera array can be achieved using this method. Furthermore, the
spherical mirrors enable the capturing of large objects as compared
to the previous methods. We conducted simulations to capture the
light field, and synthesized arbitrary viewpoint images of the object
with observation from 360 degrees around it. The ability of this
system to refocus assuming a large aperture is also confirmed.
We have also built a prototype which approximates the proposal
to conduct a capturing experiment in order to ensure the system’s
feasibility. (© 2022 Society for Imaging Science and Technology.
[DOI: 10.2352/J.ImagingSci.Technol.2022.66.6.060406]

1. INTRODUCTION

Visual information is most commonly represented on a
2-dimensional image by an array of pixels, that is inten-
sity distribution function of P(x, y). However, the actual
visions differ from the observer’s point of view due to the
3-dimensional shape of objects, the reflections and refrac-
tions of light. By taking this into account, it is known
that visual information can be described in light field
P(x,y,0,¢), that is, the combination of 2-dimensional
positions (x and y) where light ray passes through a reference
surface and 2-dimensional directions (6 and ¢) of the light
propagation [1]. This field of light has a use of refocusing [2],
3-dimensional geometrical measurement [3] or displaying
the light field of an actual object [4]. In most cases, the
reference surface of the light field is a plane. In contrast, this
study uses a hemispherical reference surface encircling an
object to capture the light rays radiated from it (Figure 1(a)).
The captured light field enables arbitrary viewpoints of image
synthesis in a wide range of viewing angles and refocusing
that assumes an extra-large aperture.

A typical method to capture light rays that pass through
the hemispherical reference surface is by employing a camera
array which surrounds the object. Each camera captures
the images that represent ray color differences in respective
position of rays. The angular difference of rays appears in
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the image difference between cameras. Thus, the camera
array can capture a 4-dimensional light field P(x, y, 6, ¢).
However, this method is expensive, and the physical size of
cameras makes it difficult to achieve a dense camera array.
In other words, the directional resolution of a light field is
limited in this method. A mirror-array-based method [5] was
proposed to form a high-density virtual camera array. Based
on the paper, a camera with a wide field of view captures
a multi-view image of the object from the reflection of the
mirror array. Capturing light field on a hemispherical virtual
camera array requires two pairs of a mirror array and a
camera (Fig. 1(c)).

In this flat mirror array, each mirror clips the field of
view of the actual camera and generates a virtual camera. The
number of the virtual cameras is the same as the number of
mirrors, whereas the mirror size and the distance between
the mirror to the camera determine the field of view of
the virtual camera. In order to increase the number of
virtual cameras, the size of each mirrors should be reduced,
assuming constant whole array size. Thus, this method has a
tradeoff between the number of virtual cameras and the size
of capturing area; it is not suitable for a purpose that requires
a large number of virtual cameras. Specifically, Mukaigawa
et al. [5] have achieved a 50 virtual camera setup with this
method. On the other hand, there is a wide-viewing-zone
light-field display that has performed 720 viewpoints [6].
More virtual cameras are required for the capturing system
considering its use in light-field display. The capturing
system of Mukaigawa et al. that uses a 100 x 90 x 75 mm
mirror array has captured a square object of 6 mm on each
side. With the aim to increase the number of virtual cameras,
the capturing area must be smaller, or the size of the system
must be larger.

We thus propose a capturing system that uses ellipsoidal
arrays of convex mirrors (Fig. 1(d)). The convex mirrors
enable the field of view of each virtual camera to be enlarged.
Hence, the system can capture a larger object without
reducing the number of virtual cameras. The contributions
of our system include:

e The capability of achieving a large number of viewpoints
as compared to the camera array.

e The ability of fast capturing because the system does not
employ time multiplexing. The system is also competent
in the application of reflectance-field measurement.
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Figure 1. (a) The format of target light field. We aim 1o capture the light field with a hemispherical reference surface that radiates from an object. (b) Light
rays reflection on the ellipsoidal surface. The ray that radiates from one focus point will concentrate on another focus point. (c) Capturing system using flat
mirror array that approximates the ellipsoidal surface. The system can capture the object with a virtual camera array generated from an actual camera.
(d) Our proposal using a convex mirror array can capture larger objects compared fo the flatmirrorarray-based method.

e The compatibility in situations of capturing large
objects or requiring a large number of viewpoints as
there is no tradeoff between the number of cameras
and the size of captured area, which exists in the
flat-mirror-array-based method (Fig. 1(c)).

In this paper, we explain the system designing method,
which includes the calculation of convex mirror alignment
and radius. Next, we describe simulations to study the
capture size and its quality and also an experiment to validate
the feasibility of this method and the practical problems.

2. PREVIOUS WORKS

2.1 Light Field Measurement

The field of light can be described with a 7-dimensional dis-
tribution function of light intensity P(0, ¢, A, t, Vx, V), V)
where V, V), and V, are 3-dimensional viewpoint positions,
0 and ¢ are 2-dimensional angles, A is wavelength, and
t is time [7]. Assuming the function describes a moment
and a specific wavelength, light field will be a function of
position and direction. In the area of light field cameras
and displays, light field is often described in 4-dimensional
function P(x, y, 6, ¢) where x and y are 2-dimensional
light ray positions on a reference plane, and 6 and ¢ are
2-dimensional direction of light propagation [1, 8].

Most cameras capture images that illustrate light rays
intensity from each direction, but the light-field camera cap-
tures both the position and direction. Commercially avail-
able light-field cameras are achieved by the lens-array-based
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method that generates multiple viewpoints in a single image
sensor [2, 3]. This method is often used to capture light
field that passes through a small aperture, and it is mainly
utilized for depth measurement and refocusing. In contrast,
the camera-array-based method is helpful in capturing a light
field that radiates from an object [9].

When capturing light field for displaying with a wide-
viewing-zone display system, many viewpoints are required.
In this case, the camera-array-based method makes the
system more expensive and bulky. Active cameras are used
in this field for static objects or objects that have cyclic
movement [4, 10]. Our proposal does not use active scanning
and captures light field that passes through a hemisphere
which encircles the object.

2.2 Reflectance Field Measurement

By recording light fields in various positions of a light
source, we can simulate how the appearance of an object
changed depending on the ambient light. The recorded data
is the 6-dimensional function of light intensity depending on
2-dimensional light source position and 4-dimensional light
field. The system consists of a camera array and a light source
array [11], and a time-multiplexed system using a high-speed
light source array and an active camera [12], which were
achieved previously.

The complete field of reflectance is an 8-dimensional
function that is a set of 4-dimensional input light field
and 4-dimensional output light field [13]. The capturing
system of the 8-dimensional reflectance field includes a
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projector array to generate input light field and a camera
array to receive output light field. The ellipsoidal array of
flat mirrors [5] and the kaleidoscopic approach [14] have
been explored previously to capture reflectance fields. Our
approach is an extended method of the ellipsoidal mirror
array [5].

An ellipsoid has two focus points, and when rays
radiate from one focus point and reflect at the surface,
they concentrate at another focus point (Fig. 1(b)). Using
this characteristic, an ellipsoidal array of flat mirrors and
an actual camera placed at one focus of the ellipsoid can
form a camera array that captures the object from another
focus point. When using two sets of a mirror array, the
system creates a hemispherical camera array (Fig. 1(c)).
The co-axial set of camera and projector enables generating
both a camera array and a projector array simultaneously
around the object, enabling reflectance field measurement.
Furthermore, without employing time multiplexing, this
method is also suitable to capture the light field of a
moving object. However, since there is a tradeoff between
capture area size and the number of the virtual cameras, the
system is not suitable for a large object or applications that
require many viewpoints. Therefore, we aim to overcome this
tradeoft using our convex-mirror-based method.

2.3 Convex-mirror-based Multiview Camera Systems
When looking into a flat mirror with a camera, there is a
reflected scene in the mirror. In other words, the mirror
generates a virtual camera. The mirror size and distance to
the camera decide the field of view of the virtual camera.
When using a convex mirror, a virtual camera with a wider
field of view is achieved because a convex mirror can reflect
a wider angle of light rays into an actual camera. The
light field capturing [15, 16], multi-viewpoint imaging [17],
generating volumetric data [18], and measuring distance [19]
are studied previously using convex reflectors.

The multiview camera systems based on multiple
spherical mirrors have been explored, but they use only a few
variations of curve radius in a system [20]. In contrast, we use
a variation of convex reflectors for the effective use of image
sensor pixels.

3. METHODS

The proposed system consists of convex mirror arrays and
cameras (Fig. 1(d)). The convex mirror array approximates
the ellipsoidal surface that concentrates rays from the object
toward the camera. The reflected image of the object is in
each mirror when looking from the camera, hence creating
a multiview image. This multiview image is a light field data
whose reference surface is half of the hemisphere that enclose
the object. To capture a light field whose reference surface
is a hemisphere that encircles the object (Fig. 1(a)), two sets
of a convex mirror array and a camera are used. The convex
mirror array can support larger objects compared to the flat
mirror array (Fig. 1(c)) by enlarging each field of view in the
multiview image.
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In this section, we describe how we designed the mirror
array. The convex mirror array is an extended design of
the flat mirror array; the flat mirrors are replaced by
spherical convex mirrors with adequate radiuses to capture
the spherical area. To design the base of the proposed mirror
array, which is a flat mirror array, deciding the number of
virtual cameras and alignment of the virtual cameras are
required.

3.1 Number of Virtual Cameras and Alignment of the
Virtual Cameras

The resolution of the light field can be separated into
two types, spatial resolution and directional resolution
(Figure 2(a)). By increasing the number of virtual cameras,
the range of observing direction increases, and hence
achieving a higher directional resolution of the light field.
However, the number of pixels in each virtual camera
decreases because they share one image sensor. Since each
virtual camera is facing towards the reference surface and
the pixels correspond to the positions on the surface, the
spatial resolution of the light field decreases as the number of
virtual cameras increases. Thus, there is a tradeoff between
the spatial resolution and the directional resolution of the
captured light field. The number of the virtual cameras
should be determined by taking this tradeoff into account.

We defined the directional resolution as the number
of virtual cameras and the spatial resolution as the average
number of pixels assigned to each captured image. The
number of the virtual cameras is determined by simulating
the resolutions of different designs, and then determining
the appropriate number of virtual cameras that achieves the
nearest resolution ratio, which best fits the purpose.

It is necessary to arrange virtual cameras at equal
intervals on the hemispherical surface to sample rays at
equal angular intervals. Mukaigawa et al. used the vertex of
the icosahedron-based geodesic polyhedron as the camera
alignment pattern [5]. The geodesic polyhedron achieves an
equal interval of vertices on a spherical surface. By recursive
surface division, the number of vertices on the surface of
the sphere increases. Thus, the density of virtual camera
with edge separation frequency of only 2" was considered
in the previous study. In contrast, we express camera density
using edge separation frequency » to adjust the number of
the virtual cameras more flexibly. The method of how to
generate a geodesic polyhedron with a given edge separation
frequency is shown in Fig. 2(b). The initial polyhedron is a
regular icosahedron. To minimize the variation of distances
of vertices, we recursively separated each face with prime
factors of n.

By simulating the shape of the reflector array at
various n, n is determined from the ratio of positional and
angular resolution, considering the pixel number of the
actual camera.

3.2 Mirror Design

The proposed convex mirror array is designed based on the
flat mirror array of Mukaigawa et al. [5]. This flat mirror
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Figure 2. (a) The relationship of light field resolutions. The spatial resolution is associated with the virtual camera’s resolution. The directional resolution is
associated with the number of virtual cameras. (b) The generation of a geodesic polyhedron with given edge separation frequency n. Generated mesh is

used to align the camera array.

array approximates an ellipsoidal surface so that it creates the
spherical virtual camera array as described in the previous
section. The flat mirror array is designed in the following
steps:

1. Define the capture area center Popj, the actual camera
position P, and the ellipsoidal surface whose focus
points are at those points.

2. Define the position of virtual cameras at the vertex of
geodesic polyhedron whose center is at Popj and whose
radius is equal to the major axis length d of the ellipsoidal
surfaces.

3. Consider the intersection points of the ellipsoid surface
and the line connecting to each position of virtual
cameras and Pyp;, define flat mirror as the tangent plane
on the ellipsoid at the intersection point.

4. By connecting the neighboring mirrors respectively, the
flat mirror array is expressed in a polyhedron.

The initial field of view of each virtual camera 26 is
calculated from each surface of the flat mirror array. Since the
shape of the view of each virtual camera is a convex polygon,
we defined the field of view 26 as the top angle of a viewing
cone whose axis’s direction is focusing towards the object area
center and it has a maximum size that fits in the polygon
(Figure 3).

Our system is designed to capture an area with a given
radius R. The enlarged field of view 26; is calculated as
follows so that the virtual camera can capture the area radius
of R (Figure 4), where mirror size [ is the minimum distance
between the viewing area of the cone axis and the mirror
edges. The distance from the center of the capture area and
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the mirror is d — I/ tan 6.

d—1/tan6y W

0 =tan™

The radius of each spherical convex mirror that replaces

the flat mirror is calculated as the following equation
considering the enlarged field of view from 26 to 20;.

I
r o @ . (2)
In the case of a flat mirror array, the field of view of the
virtual cameras will be small when the number of mirrors
is increased. Our system, which uses convex mirrors, can be
designed to capture the required size of the area regardless of
the mirror number defined by edge separation frequency n.

4. SIMULATIONS

In this section, we describe the simulations carried out
to confirm the validity of the proposed method. We first
designed the simulation system and then simulated the
capture area size by comparing with the previous study.
To characterize the captured light field, we synthesized
arbitrary viewpoint images and conducted refocusing. We
also simulated how the image sensor resolution can improve
the image quality of synthesized views.

4.1 Simulation Properties and Capture Area Size
Compared to the Previous Study

The simulation property is shown in Table I. The overview
of the simulated system is depicted in Figure 5(a). The
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ellipsoid of mirror array and real camera parameters are
determined so that objects in the spherical capture area
won't block the rays projecting from the mirror array toward
the real camera. To determine the number of the virtual
cameras, we simulated the mirror array in different virtual
camera densities n and then plotted the light field resolution
(Fig. 5(b)). We adapted the camera density of n = 18, where
the positional and angular resolutions are balanced. In other
words, the average number of pixels on a virtual camera and
the number of virtual cameras are closest to each other at that
density.

We simulated the capture area size of a flat mirror array
in various camera densities as compared to the proposal
(Fig. 5(c)). The capture area in this simulation refers to the
spherical volume that can be captured by a virtual camera
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Table 1. Simulation specifications.

Capture area diometer 60 mm
Real camera resolufion 2080 x 1552 pixel
Real camera view angle 89° (horizontal)

Real camera positions x =100 mm, z = —100 mm and
x = —100 mm, z = —100 mm from the
center of the capture area

Length of the ellipsoid short axis 100 mm
Number of virtual camera 1657 (Separation number n = 18)

with the smallest field of view. Mukaigawa et al. [5] used a
camera array generated from two times recursively separated
icosahedron. The density is equal to the geodesic polyhedron
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Figure 6. Turtle back convex reflector capturing.

pattern whose edge separation frequency is n = 4. The flat
mirror array system can capture an area of 21.2 mm diameter
with a density of n = 4, whereas an area of only 4.8 mm
diameter with a density of n = 18. On the other hand, our
system can adjust capture area up to the limit where the
object occludes reflectors. In this simulation property, the
limit is a diameter of 60 mm. We used convex mirrors to
capture a spherical area of 60 mm diameter with the camera
density of n = 18 for the simulations and experiments in this
manuscript.

The images captured by the two real cameras are
rendered based on ray tracing. The pinhole model is used for
the real camera model. The captured object is the Stanford
Bunny with a height of 46 mm. The multiview image is
captured by a real camera as seen on the rendered image
(Figure 6). We then created light-field data from this capture
by calculating its ray position and direction pixel-by-pixel.

4.2 Arbitrary Viewpoint Image Synthesis

Figure 7 is the synthesis result of several viewpoints from
the captured light-field data. The synthesis uses the nearest
neighbor interpolation of pinhole model rays. We could
confirm that convex mirror arrays can capture a larger area
than flat mirror arrays can.

The apparent resolution is lower at higher elevation
angles (Fig. 7(b)) because the light rays reflected by the
convex mirrors at higher position of the array are captured
in fewer pixels in the real camera. Since the mirrors in higher
positions are small and far from the real camera, the assigned
pixels to the virtual camera which is positioned above the
object are fewer than that of the virtual cameras looking at
the object from side.

4.3 Refocusing

Figure 8(c) is the synthesised results of an aperture assumed
with a diameter of 300 mm and placed 640 mm away from
the object center. We confirmed the ability of refocusing by
using a large aperture by comparing it with the ground truth
(Fig. 8(a)).

The refocusing is based on the synthetic aperture [21].
Firstly, we synthesized the images captured by pinhole
cameras located on the assumed aperture. Then, the focused
image is generated by averaging those images. The pinhole
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Table II. Balanced resolutions in different image sensor resolutions. n is the icosahedron
edge separation frequency used in virtual camera alignment.

Image sensor Number of virtual Average of virtual
resolufion camera camera resolution
1040 x 776 844 (n=12) 764
2080 x 1552 1586 (n =18) 1688
4160 x 3104 3129 (n = 26) 3474
8320 x 6208 6578 (n = 36) 6602

camera image (Fig. 8(b)) is generated by the same method as
in the previous section. Since nearest-neighbor interpolation
is used, there are errors in pixel values of the pinhole images,
and by averaging those images, this error causes a blur effect
in the focused image.

4.4 Sensor Resolution Versus Synthesized Image Quality
We simulated how apparent image quality changes in
different pixel numbers of the image sensor. By increasing
the pixels of the image sensor without changing the mirror
array design, only the pixel number of each virtual camera
will increase. To increase the number of virtual cameras,
increasing the number of spherical mirrors is necessary.
Thus, changing the mirror array design is required in order
to re-balance the positional and directional resolution of
the light field when changing the pixel number of the
image sensor. In this simulation, the reflector array design
is changed for each image sensor (Table II).

The synthesized images are rendered using nearest-
neighbor interpolation similar to that in the arbitrary
viewpoint image simulation. We compared the image quality
using structural similarity (SSIM) [22]. The target is the
Stanford Dragon with a height of 40 mm. The result is
shown in Figure 9. The result shows that the SSIM index
increases linearly to the log of the number of image sensor
pixels. For the same pixel number, the apparent resolution
is highest at the elevation angle of 15° (similar to that
in the arbitrary viewpoint image simulation result seen
in Fig. 7(b)). However, the image quality acquired at 15°
elevation angle is not the best in the SSIM score because the
object’s image size is the largest at that angle.
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Figure 7. Synthesis results in different viewpoints.

5. EXPERIMENTS

5.1 Prototyping

We conducted prototyping and capturing experiments to
confirm the feasibility of the proposal. The proposal includes
a spherical mirror array which is difficult and expensive
for prototyping with the current technology. Thus, we
implemented a system that can approximate the proposal
using a small number of spherical mirrors on a motorized
mirror base (Figure 10).

We used a steel ball as a spherical mirror which is
affordable but has an accurate sphericity and fine surface.
The captured image of the proposal can be synthesized from
the images taken when the steel ball with the same radius is at
the original spherical mirror position. The spherical mirrors
in the proposal are aligned on an ellipsoidal surface. Thus, a
single steel ball can approximate multiple convex mirrors in
the proposal by attaching steel balls on a base that rotates on
the same axis with the ellipsoidal surface.

In this method, the steel ball position is fixed in a
non-rotational direction, which is at the elevation angle.
Thus, we need to design the position of the steel ball at the
elevation angle and also estimate the radius of the steel ball
carefully. Smaller radius of the spherical mirror creates a
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wider viewing angle of the virtual camera and the virtual
camera viewing angle tends to be wide when the capture
object is close to the mirror. Therefore, there is a correlation
between the spherical mirror radius and the elevation angle
where the mirror is located. We use k-means clustering
to determine the steel ball radiuses and the positions in
elevation angle from the correlation.

There are approximations in this design method because
multiple mirrors are substituted with a single steel ball
that is movable in one direction. Thus, we simulated the
reconstructed result before and after the approximation, and
there were no significant differences found. Fig. 10(d) shows
an example of the captured image. From the images taken
at different angles of mirror base, the multiview image is
synthesized (Fig. 10(e)).

5.2 Calibration
There are positional errors of mirrors because of the error of
machining, assembling, and, positioning of motorized base.
We measured mirror position and then created the light-field
data according to the measurement.

Before capturing for the light-field acquisition, the four
chip LEDs on the base of the object (Fig. 10(b)) are blinked
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sequentially, and calibration images are obtained. Then the 5.3 Capture Result

spherical mirror positions are estimated using the LED Figure 11 shows the result of the synthesized view from
reflections. This measurement is conducted at every rotation the light-field data captured by the prototype. We use the
angle repeatedly. finite aperture model, which is similar to the simulations.

J. Imaging Sci. Technol. 060406-8 Nov.-Dec. 2022



Yano and Yendo: Wide-viewing-zone lightfield capturing using turtleback convex reflector

Rotary angle sensor

3D printed mirror base
(Resolution: 1/2000 rota T

/ Motor to rotate
mirror base

Camera:\Flea3 FL S\iU373787M
(2080x15%2 pixels)\

Lens Kowa \MJGTON

Figure 10. Prototype of the capturing system. (a) Simplified structure of capturing system. (b) Close view of capturing stage. 4 LEDs are for locating the
convex mirror. (c) 3D model of the mirror base. This holds the steel balls and rotates to change the position of balls. (d) An example of the image captured
by the profotype. [e) A multi view image synthesized from the capture of the profotype.

APAEAPA

Focus = 160mm, Changing viewpoint.

Focus = 150mm 160mm 170mm 180mm

Figure 11. Synthesized images from prototype capture. The synthesized aperture diameter is 80 mm and the distance fo the capture area center is
160 mm. (a) Viewpoint change. (b) Refocusing.

From Fig. 11(a), we can observe that the viewpoint is changed compared to the simulation results. This blur already exists
and from Fig. 11(b), we can see the transition of focus in the captured images (Fig. 10(e)), while there is no blur
plane. However, the experimental results are more blurry in simulated images (Fig. 6). The possible cause of this
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phenomenon is the effect of an optical low-pass filter that is
commonly built into the image sensor to reduce aliasing in
the camera view.

6. LIMITATIONS AND FUTURE WORKS

Unlike a planer mirror array, the proposal requires a camera
with a deeper depth of field. The ellipse has two focal points,
and the sum of the distance to its focal point is constant for
all points on the curve. In the case of an ellipsoidal surface
that has two focal points, light-rays radiating from one focal
point concentrate onto another focal point by reflecting it
on the surface. Similar to the ellipse, the travel length of the
ray is constant. In the planer mirror array method [5], the
object is at one focal point of the ellipse, and the camera is
at another focal point. Thus, the reflections of the object are
located at constant distances from the camera in this method.
This enables the employment of a camera with shallow depth
of field. On the other hand, our proposal uses convex mirrors
instead of planer mirrors. Thus, the reflections of the object
are closer to the mirror surface [23]. So, camera with a deeper
depth of field is required for our method compared to the
previous method. The camera’s aperture must be smaller to
gain the depth of field, and hence the captures will get darker.
In our experiments, the reflected images of the object exist in
the range of 150-250 mm from the camera. The capturing
object is lit up brightly and captured with 100 ms of exposure
in the experiment.

This manuscript describes the design method to deter-
mine camera density from the ratio between the positional
resolution and directional resolution. We use a 1:1 ratio in the
simulation; however, we should adjust the balance between
the resolutions for some purposes. For example, when the
diffusive surface is located on the reference surface, the color
of the light ray is constant in directions. Likewise, capturing
diffusive objects near the reference surface generally requires
low directional resolution of the light field. Calculating
optimal resolution balance for different purposes can be
addressed in the future for practical use.

The radius of each convex mirror is determined so that
the images in each mirror are the largest. The size of mirrors
near to the capture objects will be smaller in this method.
As follows, the pixel numbers assigned to those mirrors will
be decreased, and this causes an uneven number of pixels in
the virtual cameras. Thus, there will be another optimization
method for a consistent resolution of virtual cameras.

7. CONCLUSION

We proposed a light-field capturing method that uses a
spherical mirror array and two cameras to capture the light
tield radiating from an object in a wide viewing zone.
Since the proposal uses two real cameras to generate a
hemispherical virtual camera array, an affordable capturing
system with high angular resolution can be achieved. In
addition, the spherical mirrors enable the capturing of large
objects compared to the previous method which used a flat
MIrror array.

J. Imaging Sci. Technol.

060406-10

We conducted simulations to capture light fields and
then synthesized arbitrary viewpoint images. Results ob-
tained show that the system could successfully capture the
desired size of the object. Also, the ability to refocus assuming
an aperture that is larger than the object is verified. The
reconstruction quality can be improved by using an image
sensor with more pixels. The feasibility of the system is
confirmed from the experimental result using a prototype
that approximates the proposal. However, the cameras used
in the system should have a wider focus range compared
to the previous method. Furthermore, since the design of
a spherical mirror array has high flexibility, the designing
method for different purposes could be developed in the
future.
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